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Abstract
Recommender systems (RSs), as used by Netflix, YouTube, or Amazon, are one
of the most compelling success stories of AI. Enduring research activity in this
area has led to a continuous improvement of recommendation techniques over
the years, and today’s RSs are indeed often capable to make astonishingly good
suggestions. With countless papers being published on the topic each year, one
might think the recommendation problem is almost solved. In reality, however,
the large majority of published works focuses on algorithmic improvements and
relies on data-based evaluation procedures which may sometimes tell us little
regarding the effects new algorithms will have in practice. This special issue
contains a set of papers which address some of the open challenges and fron-
tiers in RSs research: (i) building interactive and conversational solutions, (ii)
understanding recommender systems as socio-technical systems with longitu-
dinal dynamics, (iii) avoiding abstraction traps, and (iv) finding better ways of
assessing the impact and value of recommender systems without field tests.

RECOMMENDER SYSTEMS – A SUCCESS
STORY, MOSTLY

Personalized suggestions for items to buy, news to read
or movies to watch are nowadays ubiquitous on the
web. Recommender systems are software solutions that
generate these suggestions, commonly with the help
of statistical models and machine learning techniques.
Given their widespread use in practice, their often aston-
ishingly good recommendations, and their proven value
for consumers and providers, it is no surprise that research
on recommender systems is flourishing. Today, we are
witnessing a constantly growing interest in the topic both
in academia and industry, with countless papers being
published every year.
Given this continued research interest, the use of latest

deep learning technology also in industry, for example
(Steck et al. 2021), and the high quality of many deployed
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systems, one might think that the recommendation prob-
lem is almost solved. However, looking closer at today’s
published research on recommender systems, we find
that the community seems to mainly focus on a rather
narrow part of the overall problem setting. Specifically,
the overwhelming majority of published works proposes
new machine learning models to create better “one-shot”
relevance rankings of items for a given user profile and
application scenario. From a methodological viewpoint,
these new models are then in most cases evaluated with
the help of data-based (offline) experiments which do not
involve humans in the loop.
Determining suitable item rankings is certainly an

important problem in any recommender system. However,
the ranking algorithm is still only one of several parts of
the larger sociotechnical system that recommender sys-
tems represent (Jannach et al. 2016; Xiao and Benbasat
2007). Given today’s predominance of algorithm research,
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it becomes apparent thatwe as a research community seem
to focus too much only on a specific part of the problem,
and in particular on one where increasingly complex algo-
rithms may only lead to diminishing returns. Moreover,
since we mainly optimize our models for abstract compu-
tational metrics (e.g., precision and recall) and not for key
performance indicators in industry (e.g., increased sales
or retention), it remains unclear if our improved models
would indeed lead to better systems in practice (Jannach
and Bauer 2020).
Besides these questions that relate to our predominant

research methodology, there are a number of additional
important challenges and corresponding opportunities
that we currently face in our field. We discuss these chal-
lenges next, calling for action to push current frontiers in
recommender systems research.

PUSHING THE FRONTIERS

In this section, we first discuss two key directions and
research paths for the next generation of recommender sys-
tems. Afterwards, we shed light on two main areas where
we may have to revise our research practices to make our
research more impactful.

Towards human-like conversational
recommendation

Most research today focuses on an application scenario
where recommending is a non-interactive process. In such
scenarios, the system monitors the consumer behavior,
maybe collects some explicit feedback, and then provides
appropriate recommendations. In most cases, users can-
not give feedback on recommendations, ask for alternative
suggestions, state specific preferences, correct the sys-
tem’s assumptions, or ask for an explanation. In real life,
when people make recommendations to each other, all of
these types of interactions—and probably many more—
may happen. And theymay even be required until a person
seeking a recommendation is confident tomake a decision.
The promise of conversational recommender systems

(CRS) is to enable such more natural conversations, see
(Jannach et al. 2021) for a survey. Early research in CRS
was published more than two decades ago. Due to the
limitations of natural language processing (NLP) at that
time, these systems were often based on web interfaces
with forms and buttons, and they were often knowledge-
based (Burke 1999; Jannach 2004; Shimazu 2002). Today,
with the advances inNLP andmachine learning in general,
much more natural and dynamic conversational systems
have become possible (Chen et al. 2019; Christakopoulou,
Radlinski, and Hofmann 2016; Zhou et al. 2020).

Much more work is however still needed, as today’s
“end-to-end learning” systems, which are trained on large
dialog corpora, still have major limitations. In way too
many cases, they return non-meaningful responses to
users and they typically support only a small set of often
pre-defined user intents. Most of today’s systems for exam-
ple cannot answer requests for explanations (Manzoor and
Jannach 2021). Ultimately, we may seek to implement a
sci-fi version of a human-like “recommender bot”, which
is emphatic and behaves socially, can engage in chit-chat,
and is able provide persuasive arguments to recommen-
dation seekers. This may be a grand challenge for AI
and require inter-disciplinary research within and outside
computer sciences. Still, this vision will certainly help us
identify relevant research questions to address next.

Understanding recommenders as
sociotechnical systems

The predominant machine learning perspective on the
recommendation problem described above leads to the
problem that a variety of important questions are underex-
plored in the research literature. In reality, recommender
systems are not just algorithms, but sociotechnical sys-
tems, which are operated in a certain environment for
longer periods of time and with a defined purpose.
Humans interact with these systems and the system’s
outputs may affect individuals, organizations and even
society. Recent research work on topics such as multi-
stakeholder recommendation, system biases, fairness and
various potentially negative effects of recommender sys-
tems started to address these important questions (Abdol-
lahpouri et al. 2020; Deldjoo et al. 2021; Ekstrand et al.
2021). However, still too often these problems are mainly
addressed from a purely algorithmic perspective, typically
with the goal of balancing some competing abstract opti-
mization objectives or of meeting some pre-defined target
distribution. Moreover, many computational studies only
consider a single point in time, but do not address longi-
tudinal effects potentially emerging over time when the
different actors of a sociotechnical system interact (Zhang
et al. 2019; Hazrati and Ricci 2022).
Thus, to truly advance the field in the future, a more

holistic and interdisciplinary approach is required to
obtain results that are more impactful in the real world
(Jannach and Zanker 2022). Within computer science,
research on human-computer interaction (HCI) aspects
seem to be explored too little compared to algorithms
(Konstan and Terveen 2021), even changes in the user
interface of recommenders may have significant impact
on the acceptance and effectiveness of a system (Garcin
et al. 2014; Steck, van Zwol, and Johnson 2015). In the
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neighboring information systems field, a more holistic
approach is taken to study phenomena related to rec-
ommender systems, acknowledging that the underlying
technology is important but that a system often cannot be
studied independent of its context of use. Finally, some
research questions may require building on insights from,
for instance, psychology, consumer behavior or market-
ing. How to explain recommendations in an effective way
or how to persuade and nudge users into a specific direc-
tion are typical examples of questions that cannot be solely
answered from a computer science perspective (Miller
2019; Yoo, Gretzel, and Zanker 2013).

Avoiding abstraction traps

Approaching problems only from a computer science per-
spective and using only computational metrics for our
evaluations may ultimately lead us to different abstrac-
tion traps, as identified by Selbst et al. (2019) in the area
of fair machine learning. Abstraction certainly is one of
the key principles of computer science, and most rec-
ommender systems research aims at developing general-
purpose, domain-independent algorithms. In our field,
the canonical abstraction of the recommendation prob-
lem is assuming we are given a dataset of past user-item
interactions and the goal to fit a function to these noisy
data without overfitting. This commonly-agreed opera-
tionalization has led to a mostly standardized scheme
of evaluating recommendation algorithms and such an
approach in principle should also ensure reproducibility
and progress. Ultimately, the quest for general-purpose
algorithms has to some extent led to a “leaderboard chas-
ing” culture, where every published work on algorithms
has to demonstrate that it advances the state-of-the-art. To
demonstrate this progress, research papers typically pro-
vide empirical results for at least two datasets, preferably
from two different domains. Unfortunately, the choice of
the datasets, as well as most other particularities of the
experimental setup (including preprocessing, baselines, or
metrics) are in most cases almost arbitrary. As a result, any
claim of advancing the state-of-the-art in general seems
largely overstated. All that is shown is that a new model
is better than a selection of previous algorithms in a very
particular experimental setting chosen by the researcher
(Cremonesi and Jannach 2021).
Amore fruitful approach, in contrast, would be to evalu-

ate a recommender system in its context of use, considering
it as a sociotechnical system as described above. Many of
the open challenges mentioned above, for example, the
impact and value of a recommender on multiple stake-
holders or whether it is fair or not, cannot be addressed
with our predominant research operationalization and

with abstract computational metrics such as precision
and recall. Alternative and typically non-validated com-
putational proxies, for example, for fairness, do not help
here either. In contrast, to study such aspects, one has
to first understand the idiosyncrasies of a given appli-
cation domain, the social context in which a system
is deployed, and what purpose a recommender system
should fulfill in this context (Burke and Ramezani 2011;
Gunawardana and Shani 2015; Jannach and Bauer 2020).
Only when we understand under which circumstances
a system is effective in a set of comparable environ-
ments, we may want to start to find suitable abstractions
and make conclusions regarding the generalizability of
our findings.

Improving offline evaluation

Several important facets of recommender systems cannot
be studied with our established offline experimental pro-
cedures. Nonetheless, offline evaluations will remain to be
an important research method, for example, to pre-select
algorithms for inclusion in A/B tests based on their accu-
racy on historical data (Gunawardana and Shani 2015).
Nonetheless, there are a number of ways in which we may
improve and extend the scope of data-based approaches.
First, instead of only asking if algorithm A is better than

algorithm B for a given accuracy metric, we could use
the available data more often for analytical research. Such
analytics could concern both domain-independent and
domain-specific aspects. As a domain-independent ques-
tion, we could aim at understanding the key factors of a
dataset impacting algorithmperformance. Orwe could use
offline experiments to compare algorithms in terms of their
tendency to favor popular items. Whether recommending
popular items is desirable may, however, depend on the
particular application (Gunawardana and Shani 2015). In
terms of application-specific analytics, a typical question
could be to obtain a deeper understanding in which cases
a recommendation was successful, see (Jannach, Ludewig,
and Lerche 2017) for an example from the fashion domain.
Independently of what we aim at studying with offline

experiments, we should more often follow a research
approach that is guided by clear and explicit hypothe-
ses, which then determine the experimental design and
in particular the used metrics. In current research, as
mentioned above, major parts of the chosen experimental
configuration are often not justified beyond the fact that
others used a similar configuration in previous research.
Typical implicit hypotheses that a newly proposed deep
learning architecture should be better than a previous one
is often also rather vague and usually not informed by
theoretical considerations.
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In terms of the used metrics, significant and important
research was done in the past years with respect to beyond-
accuracy metrics, which cover aspects such as diversity,
novelty, serendipity and, most recently, fairness (Castells,
Hurley, and Vargas 2015). While the proposed metrics are
certainly plausible and intuitive, many of them were not
validated. For instance, it may not be entirely clear if a
particular diversity metric correlates well with user per-
ceptions. To be useful in practice, such a validation step, for
example, with the help of user studies, is however impor-
tant. Unfortunately, similar problems exist for commonly
used accuracy metrics. There are a number of reports sig-
nifying that improved offline accuracy does not translate
to improvements in terms of key performance indicators
of a deployed application, see also for a discussion of expe-
riences at Netflix (Gomez-Uribe andHunt 2015; Steck et al.
2021).
Another shortcoming of common train-test evalua-

tion setups is that such settings are not suited to study
sequential or longitudinal dynamics that may emerge
over time. Therefore, in recent years new offline evalu-
ation approaches were proposed, which address some of
these limitations. Most importantly, a number of simu-
lation environments as well as counterfactual reasoning
approaches were put forward to study algorithms that
are based on reinforcement learning, see, for example
(Li et al. 2010; Rohde et al. 2018; Shi et al. 2019). The
promise of such approaches is to narrow the gap between
offline and online experimentation. An alternative to these
approaches, which mainly aim at comparing algorithms,
is to use simulation techniques to study complex longitu-
dinal effects of recommenders, for example, in terms of
usefulness of recommendations for consumers over time
or long-term effects that an algorithm may have on con-
sumer trust or the profitability of providers (Hazrati and
Ricci 2022; Ghanem, Leitner, and Jannach 2022; Zhang
et al. 2019).

PAPERS IN THIS ISSUE

The six papers in this special issue push the current fron-
tiers in recommender systems and address several of the
challenges of open questions outlined above. In their arti-
cle, Jannach and Chen (2022) elaborate why building a
conversational recommender system is difficult, and con-
sider such systems a “Grand AI Challenge”. Moreover,
they discuss the challenges that come with the evalua-
tion of conversational systems and outline a number of
future directions in the area. The works by Sonboli et al.
(2022) and Adomavicius et al. (2022) look beyond the
computer science perspective and consider the sociotech-
nical environment of recommender systems. Sonboli et al.

(2022) address the important topic of fairness in recom-
mender systems and in particular address its multisided
nature when various stakeholders should be considered.
Adomavicius et al. (2022), on the other hand, study the
effect of “preference pollution”, which may occur when
the available item ratings upon which recommender sys-
tem operates are biased and not representative of the true
user preferences. Two other papers, those by Afchar et al.
(2022) and Massimo and Ricci (2022) focus on specific
application domains, music and tourism, and thus aim
at improving our understanding of particular problems in
these areas, such as, the impact of item popularity in the
recommender systems and in the users’ evaluation of rec-
ommendations. Afchar et al. (2022) specifically address the
problem of explainability of music recommendations and
discuss questions of how to integrate such explanations
within a large-scale industrial music streaming platform.
Massimo and Ricci (2022), on the other hand, investigate
the problem of recommending the next point-of-interest
(POI) to tourists. They in particular discuss the specific
constraints and idiosyncrasies of the problem setting and
raise a discussion about evaluation methods for recom-
mender systems and importance of understanding the true
needs of users. In the lastwork in this issue, finally, Castells
and Moffat (2022) reflect on the current state of offline
evaluation, discuss the singularities that differentiate rec-
ommender system evaluation from information retrieval
principles, and provide a survey on current developments,
for example, in terms of considering potential evaluation
biases with respect to the use of simulation approaches.
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