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Abstract
Researchers are often encouraged to pursue nothing short of revolutionary
advances, and those who work in artificial intelligence are no exception.
However, an exclusive focus on revolutionary breakthroughs is often counter-
productive in science. As explained by Kuhn almost 50 years ago, dramatic
breakthroughs usually rely on a foundation of less dramatic advances, which
uncover anomalies andmakemarginal improvements to current efforts. Progress
relies on an essential tension between convergent and divergent thinking, each
being complementary aspects of the same process. We argue that an overem-
phasis on, and exclusive rewarding of, divergent thinking in contemporary
AI—whether in the form of rejecting funding for nontransformative research,
or peer-review criteria rejecting papers for lack of novelty—is counterproduc-
tive to artificial intelligence and machine learning research, and may even be
fundamentally harmful to progress in the field. To reckon with this problem,
we recommend increasing funding for iterative improvement of theories, better
guidance for reviewers, and more transparency in public funding.

INTRODUCTION

Doing AI research can feel like building on shifting sands.
Any time it seems like the field is starting to establish foun-
dations, there is always a persistent threat that yet another
paper will come out with a catchy name and a fancy new
approach that will revolutionize the way we think—at
least, so claim their abstracts. Furthermore, the impetus to
continually revolutionize rather than stabilize is actively
encouraged, from advisors who tell their students to “only
write the first or the last paper on a topic,” to funding agen-
cies that allow “not transformative” to constitute a valid
reason for proposal rejection.
Transformative research is crucial to the advancement

of science. However, an exclusive and myopic focus on
transformation may, ironically, prevent it from occurring.
Transformative research tries to change the dominant
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paradigm of a field, shaking up the way things are done
and the things that are believed. The NSF, to cite a
prominent example, has fully embraced transformativity,
as all proposals submitted to the agency must be eval-
uated in part on how well they “suggest and explore
creative, original, or potentially transformative concepts.”
As a result, many AI researchers can point to at least
one funding proposal that was rejected due to review-
ers who cited insufficient transformative potential. There
is danger in this strategy, however. Increasing research
shows that the ability for reviewers to properly and accu-
rately assess transformative potential is suspect at best,
and may even be actively harmful to truly transforma-
tive ideas (Smith 2010; Gravem et al. 2017). Furthermore,
revolutionary breakthroughs have often relied on a foun-
dation of less exciting work—in fact, scientific process is
made possible by what Thomas Kuhn called an essential
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tension between convergent and divergent research (Kuhn
1977).
Wewill now briefly re-examineKuhn’s arguments in the

context of contemporary AI research. We will then sum-
marize research on the limitations and harms of assessing
transformative potential in peer review, and make recom-
mendations for changes. In this article, we argue against
the harms of transformative potential as a mandatory
review criterion, particularly focusing on its use in selecting
funding for AI research.

WHAT IS TRANSFORMATIVE
RESEARCH?

When Thomas Kuhn first taught the history of science at
Harvard for nonscience majors, he was working under the
assumption that many of these elite students would end
up in funding or governmental roles, which related to sci-
ence. Under the advice of James Conant, then-President
of Harvard, he tried to describe the general nature of sci-
ence so that these students could respond well to any new
scientific advance that arose. This set his students apart
from those expected to become working research scien-
tists, who needed, above all else, to understand the current
theories of their disciplines well (Jacobs 2010; Conant
1947). It was in this context that he wrote his famous
work, The Structure of Scientific Revolutions, in which
he made the distinction between “normal” and “revolu-
tionary” science, and coined the now-popular usage of the
word “paradigm” (Kuhn 1962).1 He used the term “normal
science” to refer to the periods of time in which a sci-
entific discipline advances slowly, without revolutionary
breaks in theory. As he later explained, scientific revo-
lutions depend on long periods of convergent thinking
applied to normal science; “[R]evolutionary shifts of a sci-
entific tradition are relatively rare, and extended periods
of convergent research are the necessary preliminary to
them” (Kuhn 1977, 227). Kuhn argues that in order to pro-
duce the best new research that nurtures broad changes in
theory, we must embrace the “essential tension” between
convergent and divergent modes of research.
Kuhn’s arguments suggest that the best way to stim-

ulate effective, novel research is to build a foundation
that details and elaborates on current theories, noting
the anomalies that appear along the way. He argues
that scientific research is often better served by work-
ing to improve upon current theories rather than con-
stantly stopping to re-examine the theoretical foundations
of the work. Revolutionary changes in scientific theory
usually depend on understanding the anomalies in the
current theory. These anomalies are defined by the com-
parison between a detailed theory that makes precise

predictions and real-world conditions that diverge from
those predictions.
One argument opposing Kuhn holds that some revolu-

tionary advances in science come about through chance,
rather than as a result of the processes of normal science,
as Kuhn describes them. One possible case of this happen-
ing was in the revolutionary discovery of the double-helix
structure of DNA byWatson, Crick, andWilkins through a
“chance” encounter with Rosalind Franklin’s “photograph
51,” which was produced using x-ray crystallography. It is
worth noting, though, that Franklin produced this pho-
tograph by making “evolutionary” advances to the field
of x-ray crystallography. Further, the photograph is not
interpretablewithout a thorough grounding in the theories
of the physical structure of DNA and observed heritable
traits. If someone without the requisite training in the rel-
evant theories views photograph 51, they might very well
mistake it for a picture of a vinyl record, with its label
blurred by themotion. It was not the picture itself, but how
the picture related to current theories that caused the rev-
olutionary discovery of DNA. It was not the photograph
alone, but the ways in which the photograph corresponded
with or diverged from current theories that created the
essential tension that marks this revolutionary advance
(Bird 2000; Politi 2018).

Can (or should) all research be
transformative?

In 1959, Kuhn was invited to speak at a conference on
the subject of nurturing divergent approaches in scien-
tific research. In his keynote, he surprised his audience by
declaring the dangers of an exclusive focus on transforma-
tive research marked by divergent thinking, arguing that
this focus may underestimate the importance of “incre-
mental” research marked by convergent thinking. Kuhn
argues that convergence on similar theories within a dis-
cipline is a precondition for calling a discipline a “science”
at all. “[H]istory strongly suggests that, though one can
practice science—as one does philosophy or art or politi-
cal science—without a firm consensus, this more flexible
practice will not produce the pattern of rapid consequen-
tial scientific advance to which recent centuries have
accustomed us” (Kuhn 1977, 232). This is not to say that
disciplines with conflicting theories cannot advance, or
that their contributions are not worthwhile. Rather, Kuhn
argues that a scientific discipline’s convergence on a few
accepted theories contributes to scientific development by
allowing researchers to focus on solving small puzzles of
the current theory, instead of having to review and re-argue
their theory for each new experiment. He says that great
advances in theory often come from engaging in research
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that converges on and improves upon current theory. This,
he argues, is a necessary part of creating the conditions
needed for scientific revolutions to occur.
According to Kuhn, most research scientists, including

great luminaries, spend the vast majority of their time
expanding current theory, rather than exclusively attempt-
ing to overturn it. They do this by working out the theory’s
implications and trying to solve small puzzles whose
nature and standards for acceptable solutions come from
the established theory, which is broadly accepted within
the discipline. He argues that by focusing their attention
on small, solvable puzzles, these scientists not only incre-
mentally advance science, but set the stage for greater
breakthroughs in understanding to emerge (Kuhn 1962,
10). Though ordinary scientific research involves small
divergences from accepted theory, there are also examples
of revolutionary thinkers who made larger divergences,
such as Copernicus, Darwin, and Einstein. These revolu-
tionary thinkers promoted theories, which were broadly
incompatible with the theories that came before, and all
had their insights vindicated by future generations of
researchers. The previous theories these thinkers worked
with defined the problems that their revolutions were
to address.
We argue that Kuhn’s observations relating to how nor-

mal and transformative science occur and can flourish
are still applicable today, including to research in artificial
intelligence and its various subfields. But current mecha-
nisms for selecting which AI research to publish or fund
draw on a mistaken conception of transformativity in sci-
ence. Consider, for example, that the National Science
Foundation (NSF) requires reviewers for every submitted
proposal to evaluate the extent to which submitted pro-
posals “suggest and explore [. . . ]potentially transformative
concepts,” and “program officers are instructing reviewers
to pay special attention to those proposals thatmay include
potentially transformative research.”2
In defense of their focus on transformative research,

it was suggested that a foundation-wide change would
“provide a clear indication to the entire scientific and
engineering community that NSF welcomes, encourages,
and supports research ideas that push the frontiers or
challenge current orthodoxies [and would] be only the
first step toward achieving a broader and longer-term
capacity for supporting revolutionary ideas within NSF
and, more importantly, toward providing the freedom
that encourages greater boldness of ideas and aspirations
within the research community” (Task Force on Trans-
formative Research 2007, 9). Insofar, as their approach
seeks to avoid an environment that stifles exotic ideas,
and to encourage the exploration of such ideas in order to
more rapidly advance scientific progress, their approach
is clearly well-intentioned. Does it, however, achieve

these goals? Although such emphases on transformativity
have admirable goals, their current implementation may
be counterproductive and should be re-assessed. Kuhn’s
ideas, we argue here, give us a way to do just that.
The NSF is far from alone in its overzealous focus on

transformativity. To cite just a few examples from US fed-
eral sources of science funding: The National Institute
of Health (NIH) is also looking to make big break-
throughs by pursuing “high-risk, high-reward advances
in computer and information science, engineering and
technology, behavior, cognition, robotics and imaging [. . . ]
Realizing the promise of disruptive transformation in
health.”3 A recent broad agency announcement from the
Defense Advanced Research Projects Agency’s (DARPA)
Information Innovation Office, which funds AI research,
demonstrates their explicit and exclusive focus on mak-
ing breakthroughs: “Proposed research should investigate
innovative approaches that enable revolutionary advances
in software science, technology, or systems. Specifically
excluded is research that primarily results in evolution-
ary improvements to the existing state of the art” (Defense
Advanced Research Projects Agency, 6). The Air Force
Office of Scientific Research’s 2014 Strategic Plan proposes
to “seek out and support the best, most transformational
basic research with the greatest potential for impact on the
future Air Force” (Air Force Office of Scientific Research
2014, 4), by focusing on “early recognition of unexpected
advances in science and technology, emerging scientific
breakthroughs, and disruptive technologies” (Air Force
Office of Scientific Research 2014, 7). The Office of Naval
Research’s guide to peer review suggests asking whether a
proposal for funding has “the higher risk and high payoff
characteristics normally associated with basic research.”4
The term “high-risk, high-reward” is often used as a syn-
onym for transformative research (Committee on Science
and Technology 2009, 7). A note from the director of
the Army Research Office states that their “commitment
toward active programmanagement and understanding in
the nonlinearity of science that allows us to identify high-
risk, high-payoff investments in science and engineering
research and education” (Army Research Office 2012, 4).
These governmental funding sources are particularly

important, as they represent the dominant source of fund-
ing for research without any prospects for generating a
short-term profit. As the American Association for the
Advancement of Science has argued, incentives in pri-
vate research may not spur enough research in areas
that do not quickly lead to a return on investment.
“[M]any worthy research projects are risky, with uncertain
prospects for success, and may require long-term com-
mitments of resources and infrastructure. These qualities
of the research enterprise can lead to underinvestment
by private industry, which in general is more focused on
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lower-risk research and product development for shorter-
term results. This is why industry spends about 80 cents
of every R&D dollar on development, and only about
20 cents on basic and applied research. For federal non-
defense agencies, the ratio is reversed” (Hourihan and
Parkes 2016). Much of the work of uncovering anomalies
in theories and trying to address those puzzles, the activ-
ity of normal science, often does not lead to immediate,
profitable applications, so this presents a problem.
These examples highlight the pervasiveness of the desire

for transformative research in the public funding of sci-
ence, and the active discouragement of anything else. Our
concern is that by making transformation a dominant cri-
terion for receiving funding, we may inadvertently starve
more evolutionary advances of funding. Absent these evo-
lutionary advances, we may fail to create the conditions
necessary for revolutionary advances to emerge. When
a focus on transformation becomes expected practice, it
becomes much more difficult to perform the extensive
data gathering in Kuhnean normal science. Research car-
ried out by current and aspiring faculty who hope to get
funding in the future will trend towards what is fundable,
and that may not serve the best interests of advancing the
discipline.

Types of normal science

Precisely what kind of science is in danger of being
marginalized when there is too much emphasis on trans-
formative research? Kuhn points out three types of normal
(as opposed to revolutionary) research projects that have
often yielded results in the history of science. Kuhn argues
that even the greatest research scientists spend the major-
ity of their time pursuing such normal projects which,
on their own, are unlikely to produce fundamental or
revolutionary changes in theory. Instead, these projects
collectively generate the conditions for transformative
research to occur, advancing the state of knowledge by
extending the current theory without seeking to overturn
it. Kuhn offers examples of each of these common ways
that normal research can provoke transformative change
(Kuhn 1977, 233). We present them here to show how
an exclusive focus on transformation can prevent this
research from occurring:

(1) Explaining anomalies from previous experiments
Anomalies represent puzzles to be solved that extend
beyond the standard problem sets within a scientific
discipline. They provide opportunities to extend current
theories by discovering new abstractions that pertain to the
anomaly’s case. This puzzle-solving activity in turn makes
theory conform better to experimental data, by repeating

experiments relating to established problems. Although
this kind of research often changes theory, since it tends
not to provide fundamentally new beliefs or ideas (in the
sense that it extends, but does not overthrow existing
theories), it is often dismissed as “incremental” by AI con-
ferences and journals, a criticism that is often accepted as
a credible reason to reject.5 Such an attitude is counter-
productive, as Kuhn argued: transformative theories that
provoke dramatic upheavals of theory depend on a care-
ful and detailed exploration of anomalies and failures that
arise within the standard theory. It is deep and concrete
understanding of these failures, and the reasons for them,
that creates the pressure that pushes researchers towards
better theories.
Thomas Kuhn chiefly modeled his concept of scien-

tific revolutions after Copernicus’ 1543 De Revolutionibus,
naming his own first book The Copernican Revolution
(Kuhn 1957). According to Kuhn, this revolution took
about 250 years to be completed, which was not necessar-
ily an indictment of contemporary astronomers’ resistance
to change. Instead, he argued, there were good reasons to
hesitate in accepting Copernicus’ model of the solar sys-
tem and rejecting the dominant Ptolemaic model. Kuhn
was particularly blunt in his assessment of the quantita-
tive aspects of Copernicus’ revolution: “The seven-circle
system presented in the First Book of the De Revolution-
ibus, and in many modern elementary accounts of the
Copernican system, is a wonderfully economical system,
but it does not work” (Kuhn 1957, 169). He argued that
although Copernicus provided a more elegant top-down
model for astronomy, it was not immediately a more accu-
rate predictive model than the Ptolemaic model that came
before, which had centuries of elaborations to deal with
anomalous findings. This extreme lag time in accepting
a successful scientific revolution can make it extremely
difficult to determine when a new theory will end up
being transformative. Indeed, scientific revolutions are
rarely recognized as transformative at the time of proposal,
sometimes even at the time of experimentation. Research
supports this idea: among 72 highly cited ecologists, only
four realized that their workwas transformative during the
proposal stage (Gravem et al. 2017).
Another interesting takeaway from the Copernican

example is that revolutionary newmodels are not necessar-
ily immediately better than previous models at explaining
all anomalous data points. Instead, these new models
may require persistent and stubborn support by dedi-
cated proponents, even (and especially) when the mod-
els do not produce immediately quantifiable improve-
ments. As with Copernican theory, it may take improving
an inferior model over the course of many years to
bring it in line with prominent anomalous findings to
finally achieve a technological revolution. This may be
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surprising to current AI researchers, who are used to
accepting new models only when they demonstrate supe-
rior performance on established benchmark tasks, or
funding only those proposals that present convincing pre-
liminary data. One wonders how many transformational
but unpopular ideas today are being rejected for support by
funding agencies because they are unable to immediately
explain anomalies. And are peer reviewers for such propos-
als instructed that truly transformative ideas may contain
these sorts of anomalies? In our experience, this is not
the case.
Consider, for example, how the state of neural net-

work research in the so-called “AI Winter” that followed
Minsky and Papert (1969) paralleled Copernicus’ work, in
that it did not obviously outperform existing approaches,
nor explain anomalies in the dominant approach in a
thoroughly consistent way. Backpropagation, in the 1990s,
re-emerged as an interesting but underperforming way
to train multilayer neural networks, leading to a “sec-
ond AI winter,” according to Hinton in his 2018 ACM
Turing Award Lecture (in which he also notes that the
2009 NIPS conference rejected one of his deep learning
papers because “they already accepted a paper on deep
learning and two papers on the same topic would be
excessive”).6 Deep learning, as the story goes, was never-
theless kept alive by researchers who persisted in study-
ing them, despite reduced public interest and available
funding.
To be fair, the current AI boom is too large for publi-

cation venues and funding agencies to adequately support
all ideas, and the identification of unexplained anomalies
may be a tie-breaking criterion adopted out of practical
necessity. But this makes it unclear where the first type of
“normal” research can flourish, or even to secure necessary
funding to be carried out at all.

(2) Applying standard problem solutions to new
problems
The second kind of advance that comes from convergent
thinking is the strategy of applying a standard problem
solution to a problem on which it has never been used.
A classic example of this type from the history of sci-
ence is Darwin’s application of well-established statistical
methods of geology to problems in biology. By applying
this interdisciplinary knowledge, Darwin generated a rev-
olution using accepted methods of dating and classifying
rock strata, particularly making use of terms popularized
by Alexander von Humboldt (Darwin et al. 1844; Darwin
1859). It was only by utilizing established theories such as
those concerning lava flows, sedimentation, and the devel-
opment of coral was he able to extract useful information
about the age of fossils, which was key to his biological
insights (Bressan 2012). Though these methods were well-

known in geology, and thus considered normal science,
their interdisciplinary application to biology was new and
led to transformative advances.
In contemporary research, there appears to be no short-

age of attempts to apply advances in AI to other fields.
But although there is much potential for transformative
research in AI to come from inter- and cross-disciplinary
work, such work also faces higher barriers to entry for
funding (Bromham,Dinnage, andHua 2016). For example,
funding proposals must convince reviewers that the idea
is novel by summarizing the current state of the relevant
field (else be rejected for not demonstrating awareness of
prior work), and ensure that standard discipline-specific
concerns have been considered (else be rejected for not
having appropriate expertise). These are difficult enough
for any author to do in the amount of pages allowed. But for
cross-disciplinary proposals, the authors must somehow
do the same things for multiple fields in one proposal—
typically within the same page limit—and reviewers are
allowed to use the same kinds of criticisms that would
apply to single-field proposals. Much is written elsewhere
about additional difficulties of assessing interdisciplinary
research, and of overcoming the “silo effect” barriers that
preserve and enforce disciplinary boundaries (Institute
of Medicine 2005; Hein et al. 2018). Occasionally, oppor-
tunities for funding arise that purport to be explicitly
cross-disciplinary. But even these will often eschew this
second type of Kuhnian normal science—as an anecdo-
tal example, a recent NSF solicitation, which “requires
interdisciplinary teams, with expertise across disciplines”
explicitly refuses to fund “[i]ncremental advances in
existing technologies or deployment/implementation of
existing technologies in novel learning contexts.”7

(3) Gathering concrete data to extend a theory
Extensive long-term data gathering is necessary for spot-
ting unexpected anomalies, as described earlier. Kuhn
argued that Tycho Brahe made this kind of advance when
he recorded extensive astronomical observations with a
higher degree of accuracy than ever before (Kuhn 1957).
However, as Gravem et al. (2017) argues, some research
requires “lengthy periods of data collection, which can
lead to their categorization as ‘incremental’.” AI subfields
exist that are all too familiar with this problem. For exam-
ple, work in computational cognitive architectures, which
seek to build cognitively plausible computational models
of the whole human mind, must continually show how
various cognitive phenomena can or can not be explained
by their architectures (Sun 2004). This is not merely an
issue of adding new convenient functionality or making
a tweak to the architecture to solve a task, as may be the
case with language models in deep learning. Rather, cog-
nitive architectures are bound by ontological commitments:
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Every change made to a cognitive architecture must be
warranted by (and make predictions about) the architec-
ture’s underlying theory of themind, else the entire project
loses its ability to be explanatory of human cognition
(Bricker 2016). Given the constantly expanding number
of cognitive phenomena reported every year, cognitive
architectures require decades of what might be seen as
incremental work. Obtaining continued funding for such
work seems impossible under current transformative-only
criteria, and perhaps for this reason, it is virtually standard
practice to give a new catchy name to every slight architec-
tural variation (in the hopes of convincing reviewers that
the proposed work really is fundamentally new), resulting
in an unwieldy number of cognitive architectures (Kot-
seruba and Tsotsos 2018). Determining how this plethora
of architecture variations relate to each other, much less
jointly contribute to a common underlying theory of com-
putational cognitive architectures, is a virtually impossible
task. It is not unreasonable to suspect that if the taboo on
incremental work was somehow lifted, researchers would
be less reluctant to make connections to previous work
more explicit.

WHAT CANWE DO DIFFERENTLY?

The three kinds of “normal” science, which Kuhn uses
as examples (Kuhn 1977, 233) depend on broad accep-
tance of the current theory in order to function. They
also serve to highlight and explore the problems and inac-
curacies of the current theory. However, this description
is not antagonistic to the goal of developing transforma-
tive or revolutionary changes in theory. As Kuhn argues,
great and novel discoveries in the science only stand out
against a backdrop of detailed, established theories: “In
the mature sciences the prelude to much discovery and
to all novel theory is not ignorance, but the recognition
that something has gone wrong with existing knowledge
and beliefs” (Kuhn 1977, 235). By uncovering the areas of
trouble where theoretical predictions fail to match exper-
imental evidence, normal science concentrates attention
on exactly those areasmost useful in creating fundamental
change to scientific theory. So, by advancing these kinds of
normal science projects, a discipline creates a kind of ten-
sion that sets the stage for a possible transformation. This
foundation of normal science can be advanced by carefully
choosing strategies for funding and peer review to better
facilitate the creation of this tension. In order to pursue
that goal, we suggest three high-level recommendations to
move AI research forward, which we intend to be appli-
cable to all funding agencies and peer-reviewed journals
and conferences.

Recommendation 1: Eliminate transformative potential
as a mandatory and universal review criterion
We have spent much of this paper arguing that overly
prioritizing transformative potential, to the detriment of
supporting Kuhnian normal science, is harmful to the
field overall, and paradoxically may slow transformative
advances. But can transformative potential then be use-
ful as a helpful tie-breaking criterion, to be invoked only
when other criteria are inconclusive at decidingwhich pro-
posal should be selected for funding? We argue that even
in this limited role, it is counter-productive and will stifle
support for normal science. The use of “potentially trans-
formative” as a criterion to evaluate proposals, assessed by
reviewers who are not properly trained, may invite prob-
lematic reasoning that can infect the rest of the review (and
other reviewers). It is well-established that scientific peer
review, when left completely unrestricted, can unfairly dis-
advantage underrepresented genders, ethnic minorities,
and nonelite institutions (Ginther et al. 2011; 2018; Smith
2010). In general, even field-appropriate scientific experts
are unreliable at picking out potentially transformative
research (Gravem et al. 2017), and AI researchers are no
exception: An analysis of ACL 2018 reviews found that
author rebuttals were largely ineffective at changing the
minds of reviewers (Gao et al. 2019). Reviewer ratings from
AI conferences have been found to be poor predictors of a
paper’s ultimate impact (Cortes and Lawrence 2021; Tran
et al. 2020), although papers, which ultimately go on to
receive high citation counts seem to have a higher vari-
ance of reviewer ratings (Wang et al. 2021). Indeed, the
typical member of the AI peer reviewer pool may be so
underequipped at evaluating transformative research that
forcing them to do so prior to proper training and vet-
ting invites poor reasoning, and this may in turn skew
the pool of funded projects in a way that is actively harm-
ful to Kuhnian normal science (and thus, paradoxically, to
transformative advances).
Thus, the mere presence of transformative potential as

an evaluation criterion, in funding programs,which are also
meant to support normal science, is harmful. But although
evaluation on transformative potential should not be a
universally utilized criterion, we recognize that there is
a danger of moving the needle too far in the other direc-
tion. Kuhn’s essential tension requires that transformative
research be explicitly supported alongside normal science.
Therefore, we must clarify: We do not believe funds avail-
able for transformative research should be reduced. A
culture in which truly transformative ideas are shunned
is quite the opposite of what we advocate. Instead, we
believe that the current approach to encouraging trans-
formativity needs refinement; namely, that potential for
transformation should not be a criterion that is required
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(or even allowed) for all funding programs indiscrimi-
nately. Instead, relegate it to programs specifically tailored
to transformative work. In short, funding mechanisms
designed for normal science should: (1) be separate from
those designed exclusively to support transformative sci-
ence; (2) be completely stripped of evaluation criteria
designed for evaluating transformative work; and (3) con-
stitute a much larger percentage of funding opportunities
than those for transformative science.

Recommendation 2: Where potential transformative
value must be assessed, (a) require better education and
guidance of reviewers, and (b) require reviewers to justify
their assessments using practices known to reduce bias
Funding mechanisms designed exclusively to support
potentially transformative ideas must exist, though we
advocate for their strict separation from those which are
not. But there is an important caveat: programs designed to
support transformative ideas must be implemented with a
serious recognition of the flaws in the assessment process
and aggressive combating of the biased reasoning to which
all of us—yes, even highly educated academics—can
so easily default. Reviewers for transformative research
should be specifically trained8 (perhaps even qualified on
their ability) to recognize inference patterns that are sub-
ject to bias, and produce strong justifications for all of their
assessments of transformative potential, such that those
justifications can be examined. Measures that are by now
well-known to reduce bias in assessment should be aggres-
sively employed: double-blind reviews, rebuttal periods for
authors to clarify points to reviewers, requiring justifica-
tions of reviewer statements that can then be subject to
scrutiny, and so forth.
At present, reviewers are asked to assess transforma-

tive value, and it is uncommon practice to question the
reasoning behind their assessments. This is highly prob-
lematic as it invites assessments that, unbeknownst to
the assessor, may have been influenced by unfair biases.
Most researchers (in a survey to influential Ecologists
(Gravem et al. 2017)) agreed that they cannot reliably
assess or predict transformative research in proposals,
but most “somewhat agreed” that such statements were
still useful. There are, fortunately, some techniques that
have shown promise in combating the potential influence
of biased reasoning, and may decrease overconfidence
effects. Requiring reviewers to state their justifications in
causal, external statements has been shown to reduce the
illusion of explanatory depth (Sewell et al. 2017). Fur-
thermore, requiring reviewers to list unknowns prior to
writing their reviews (e.g., by forcing reviewers to reason
aboutwhat evidencewould be needed to support their con-
cluded assessments, and whether that evidence is present
or missing) has also been shown to reduce unwarranted

overconfidence (Walters et al. 2016). But such practices do
not appear to be common in the reviewing mechanisms of
funding agencies.

Recommendation 3: Demand more transparency and
data availability about everything related to public
funding of academic research
Science in general suffers when findings cannot be repli-
cated due to inaccessible data. Metascience, unsurpris-
ingly, is no exception. The 2007 NSF report, which rec-
ommended a new transformative initiative stated that
“[i]f NSF were to implement [this] initiative, it would
need to be viewed as an experiment and thus assessed
appropriately.” But now, almost 15 years later, the suc-
cess of that experiment is unclear, at least to the wider
scientific community.
But other publicly funded agencies, which decide on

science funding are perhaps even more obscure about
their practices. To our knowledge, no DoD-affiliated sci-
entific funding office provides detailed knowledge about
the individual projects funded, reviews used to select those
projects for funding, or post-funding analyses of project
success. High-level overviews are sometimes seen, but data
are not available at a level of granularity sufficient for
a third party to carry out meaningful analyses. Privacy
and national security may be invoked as arguments for
this status quo, and perhaps a more extended discussion
on this topic is necessary. But the consequences of the
lack of publicly available data as it relates to the focus
of the present paper are clear: we have no concrete data
about how effective evaluations of transformative research
are, how effective various initiatives are at selecting trans-
formative research, which attributes of peer reviewers or
program officers enable them to better predict advances in
science, and so on. It is reasonable to expect that some form
of these studies are being carried out internally within
funding agencies, but they are neither open to inspection,
re-analysis, scrutiny, or debate by the broader scientific
community—a practice that is inherently antiscientific.
Of course, we would be remiss not to acknowledge the

enormous practical difficulty of completely releasing all
data related to reviews, rejected proposals, proposal text,
and the like. But public funding agencies by nowmust have
detailed data relating to projects whose funding ended
years ago—such data might be effectively provided as part
of a grand challenge. Datasets of this type would likely
serve as a boon to the science of science, and may lead
to the very sort of transformative change that funding
agencies are seeking.

In summation
It is a necessary precondition of revolutionary discoveries
that researchers have detailed knowledge of the existing
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theories and the experimental results, which justify them.
It is only through such knowledge that problems emerge
and develop clear characteristics. Absent this detailed
knowledge of problems, it is difficult to come up with ade-
quate solutions. As Kuhn argues, “The scientist requires a
thoroughgoing commitment to the tradition with which,
if he is fully successful, he will break” (Kuhn 1977, 235).
It is a paradox in scientific research that in order to cre-
ate novel advances in theory, it is necessary to embrace
and explore theories to which the experts in the field
are committed. Scientific progress is driven by an essen-
tial tension created between the drive for novelty and a
commitment to disciplinary conventions. If funders and
publishers of AI research are serious about advancing
transformative change, both sides of this tension must be
actively maintained.
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ENDNOTES
1 In much of his work, Kuhn famously refers to these broad theo-
ries as scientific “paradigms,” and this technical term was adopted
into the popular lexicon. However, later criticisms, notably by Mas-
terman (Masterman 1970), have plausibly argued that the term is
unacceptably vague. As a result, we avoid using it in this article.
Instead, we use the generic “theory” and attempt to describe the
meaning we ascribe to it in each usage.

2www.nsf.gov/about/transformative_research/merit_review_
criteria.jsp.

3grants.nih.gov/grants/guide/notice-files/NOT-OD-18-149.html.
4www.onr.navy.mil/-/media/Files/Research/ONR-Instruction-
39661A.ashx?la=en, p. 9.

5 In the reviewer instructions for AAAI 2021, for example, one crite-
rion awards the highest rating to ideas that “are ground-breaking,”
and the lowest possible score if “[t]he main ideas of the paper are
not novel or represent incremental advances.”

6Available at youtu.be/VsnQf7exv5I?t=1380.
7www.nsf.gov/pubs/2020/nsf20612/nsf20612.htm.
8The idea of an expert panel specifically able to assess transforma-
tive research was suggested in the 2012 NSF panel (Frodeman and
Holbrook 2012), but it is not clear whether it was followed up on.
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