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Abstract
Competitive analysis is a critical part of any business. Product managers, sellers,
and marketers spend time and resources scouring through an immense amount
of online and offline content, aiming to discoverwhat their competitors are doing
in the marketplace to understand what type of threat they pose to their business’
financial well-being. Currently, this process is time and labor-intensive, slow and
costly. This paper presents Clarity, a data-driven unsupervised system for assess-
ment of products, which is currently in deployment in the global technology
company, IBM.Clarity has been running formore than a year and is used by over
4,500 people to perform over 200 competitive analyses involving over 1000 prod-
ucts. The system considers multiple factors from a collection of online content:
numeric ratings by online users, sentiment of user generated online content for
key product performance dimensions, content volume, and topic analysis of con-
tent. The results and explanations of factors leading to the results are visualized
in an interactive dashboard that allows users to track their product’s performance
as well as understand main contributing factors. Its efficacy has been tested in a
series of cases across IBM’s portfolio which spans software, hardware, and ser-
vices. After initial release and first year of use, improvements to the methodol-
ogy were implemented to ensure it was relevant to and served the highest impact
needs of target users. Moreover, new use cases leveraging the initial ideas and
approaches continue to be explored.

OVERVIEW

Every business wants to know how their product/offering
performs relative to competition. Competitive analysis is a
critical process for many roles, particularly for marketers,
sellers, and product managers. Currently, such users scan
through the large volume of online and offline content,
aiming to understand what competitors are doing in the
marketplace for every product they have, to understand

what type of threats they may pose to the business’s posi-
tion in themarket. This process is time and labor-intensive,
error-prone, slow and costly. Furthermore, as competition
and feedback from users continue to evolve, any previous
analysis needs to be frequently updated to stay relevant.
To address this business need, we introduce a deployed

system, called Clarity, which analyzes the competitive
landscape of products in a marketplace continuously
at scale, as data is updated over time. This article is an
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F IGURE 1 Sorted stream graph to visualize products competitiveness

extension of our original IAAI-20 (Innovative Applica-
tions of Artificial Intelligence) paper, which presented
the first iteration of our deployed system (Usmani et al.
2020). We will provide updates on the latest develop-
ments in the system, highlighting how we have improved
model performance with a new NLP model to extract
product information and new scoring method to com-
pare products. With new experiments, we show that the
improvements lead to an overall better user experience
and significant realization of business value. By Clarity,
we will refer to the latest system but where necessary, we
will refer to the two versions of the systems as Clarity 1.0
and Clarity 2.0, respectively. We will now first preview the
working of the system by providing a use case example.

Use case example

Let us consider the competitive landscape for Product-A.
We first determine the similar products which Product A

competes with. In this example, they are referred to as
Products B, C, D and E. The selection of products for a
marketplace is a business decision. The output of Clarity
is visualized in Figure 1.
All the products are compared based on the Clarity

Score, which is a numerical value summarizing the online
contents. The Clarity Score for each product is displayed
through a visualization, as shown at the top part of Fig-
ure 1. The charts provide a comparison of different prod-
ucts based on the numerical values.
In Figure 1, a ranking of the products are plotted to pro-

vide a quantitative overview of the competitiveness of the
target productswith respect to competitors over 12months.
Using different color schemes for different products, the
ranking over the predefined time period is displayed.
In addition to the ranking, the width for each product
represents the normalized Clarity Score in that period. As
we can see in the chart, Product A has the highest score
over the time period considered, thus it was ranked first
throughout the chart. However, the ranking could change



AI MAGAZINE 61

dramatically across time. For example, Product D (shown
in orange) was ranked third at the beginning of the time
period, then it was ranked fourth in the following month,
and then the ranking changed again to second. With this
information, the stakeholders of the target product can
get a sense of how all the players are performing in the
market.
To shed light on which factors are contributing to the

Product’s score, more details about how the Clarity Score
is calculated for each product are shown in the bottom
of Figure 1. For each product, the main contributors to
the score are the number of mentions and the overall
Sentiment score. The sentiment score is the aggregated
value of the 5 drivers of the product. As we can see, this
gives a more granular level of information of how the
products are compared. For example, although Product
A has an overall higher score than Product B, Product
B receives a higher average Sentiment score in its price.
However, Product B has amuch lowerCompatibility driver
score, which is the main contributor to its lower overall
score.
Current users of Clarity use the score in their workflow

to understand the competitive stance of their product in
the marketplace and leverage the detailed factor analy-
sis to understand their products’ strengths/weaknesses as
well as those of their competition. Together the high level
and detailed level analysis help users make data-driven,
informed, decisions regarding the strategic development
plan of their products.
The remainder of the paper is organized as follows: we

start with the background and related work, then provide
a succinct system overview of the original system. Next, we
discuss the improvements made and present experiments
to evaluate their benefits. Finally, we concludewith discus-
sion on new use cases and future work.
In the middle section of the graph, X-axis represents

time, Y-axis corresponds to product rank and the thick-
ness of the line corresponds to absolute competitiveness
score.

BACKGROUND

In this section, we will discuss the competitive analysis
process and related effort so that the contribution of our
work and the impact of our system can be better under-
stood.

Related work

There is a large-scale trend of leveraging artificial intel-
ligence to improve efficiency and outcomes for business

operations like business development (Srivastava et al.
2018), marketing, sales, and product development. Fur-
thermore, Natural Language Processing (NLP) methods,
including text mining, are being used to understand
many parts of the business landscape including cus-
tomer needs, product competitiveness, and company
performance. Specifically, researchers have surveyed the
area of competitive intelligence for products and have
demonstrated the promise of approaches using NLP
and text mining (Amarouche, Benbrahim, and Kassou
2015).
In Joung et al. (2018), the authors use text mining meth-

ods to analyze customer complaints and find gaps in the
company’s products. In Afful-Dadzie et al. (2014), the
authors perform text analysis on user comments posted on
social media to compare telecommunication providers in
Ghana. In (Bhatt,Mcneil, andPatel 2014), the authors track
general sentiment overtime for products by calculating a
sentiment score based on user-generated content such as
reviews and comments.
The work presented in Usmani et al. (2020) builds upon

previous work by introducing a novel competitive metric
that encompasses sentiment as one of its contributing fac-
tors. Our systemnot only provides ametric but also aims to
explain performance, which is a critical step in the market
intelligence process. To the best of our knowledge, Clarity
is the first unsupervised approach for ranking and assess-
ment of product competitiveness.

CLARITY 1.0: SYSTEM OVERVIEW

The architecture, capabilities, processes, operations, and
visualizations of Clarity 1.0 is discussed extensively in our
previous paper (Usmani et al. 2020). The improvements
made to the system since the publication of the aforemen-
tioned article are described in detail in sections Improved
NLP Model in Clarity 2.0 and Improved Clarity Score in
Clarity 2.0.
We start with some basic concepts and notations: (1) a

set of products: p1 to pN., (2) a set of data sources: d1 to dM .
These data sources are public forums and review sites, and
(3) a set of documents, also called posts or reviews: d1 to
do. Each document dk is associated to one product pi and
one data source dj .
The main steps of Clarity are (1) to prepare online

content of products p1 to pN from sources d1 to dM, and
extract keywords and sentiments using NLP techniques
(offline); (2) to process request for analysis for product
pi and generate Clarity Score (online) and (3) to visual-
ize analysis results using rich Data-driven documents
(D3) (Bostock, Ogievetsky, and Heer 2011) (on-line,
optional).
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IMPROVED NLPMODEL IN CLARITY 2.0

In Clarity, we analyze public user commentary from
various online sources on IBM and competitor products
to understand the overall sentiment and topics of concern
for users. In Clarity 1.0, online commentary is processed
using machine learning techniques, and then fed into
a series of downstream statistical analyses to provide a
summary of important information and trends for our
users. Because the downstream analyses are dependent
on the first step of NLP on the input text, as mentioned
in our previous paper (Usmani et al. 2020), it is necessary
to keep improving the NLP algorithms to ensure that the
later statistical analyses are performed on trust-worthy
inputs.
In the first version of Clarity, we built a complex algo-

rithm around IBMWatson Natural Language Understand-
ing (NLU) to extract insights from keywords. Once the
keywords were extracted, they were analyzed out of the
context of the original content, and clustered into a pre-
defined list of topics. Although we can perform appropri-
ate statistical analyses on such a large corpus of keywords,
the feedback from our users has indicated that keyword
analyses out of sentence context could lead to inaccurate
topic assignments, and thus undermining the analyses we
present to our users. A common issue faced with AI appli-
cations is user skepticism of generated insights - which
we experienced with our initial keyword based version. To
iterate and improve, while simultaneously increasing user
confidence in and adoption of Clarity, we shifted to a sen-
tence based approach so that we could provide more trust-
worthy analyses.
The main task of NLP in Clarity is topic classification.

By using sentences rather than keywords, we have a large
set of techniques at our disposal. A simple approach is to
perform topic modeling on the commentary to cluster the
sentences based on co-occurrences of n-gram keywords.
However, Clarity aims to align the specific analyses with
our users. Rather than using a set of topics determined
by the unsupervised topic modeling algorithms, we per-
formed rigorous business research to come up with a list
of 14 topics that are appropriate to our users. Because of
the fixed list of topics, we have to collect labeled data to
perform supervised machine learning to classify the sen-
tences into the respective topics.
Topic classification is one of themost typical tasks in text

analytics. Supervised learning methods for text classifica-
tion is a two-step process. First, features are extracted from
the input text, then amachine learningmodel is trained on
these features and the corresponding labels.
Traditional feature engineering includes bag-of-words,

bag of n-grams, and term frequency-inverse document fre-

Input Sentence

Tokenization

Aggregate m word vectors

IBM Watson Assistant is super easy to use and very user friendly

IBM Watson Assistant is super easy to use and very user friendly

Stopword Removal

Word Embedding
(dimension = 300)

Sentence Matrix
(dimension = m x 300)

IBM Watson Assistant is super easy to use and very user friendly

IBM Watson Assistant is super easy to use and very user friendly

F IGURE 2 Example of text pre-processing for all the NLP
algorithms discussed in this following sections

quency (TF-IDF).However, these count basedmethods are
not able to capture the semantics and context of the input
sentences.
More advanced topic classification techniques start with

vector embeddings of each individual words in the input
text. BERT-embedding is one of the most popular context
based embeddingmethods in recent years due to the use of
self-attention. However, in our current case of topic classi-
fication on online content, BERTembedding poses a signif-
icant bottleneck due to its reliance on computing power,
especially when a large amount of text is processed. In
fact, unlike semantic analysis and other text understanding
tasks where the order of words is important, topic classifi-
cation on online content dependsmostly on the presence of
certain keywords. Feature extract on the word embedding
level is sufficient for proper topic classification. To include
some of the contextual information, topic level attention
can be added.
In the following sections, we start from simple fea-

ture engineering on sentences, and then gradually include
more advanced techniques to capture more information
for better classification. For consistent comparison, the
same text pre-processing and pre-trainedword embedding,
and neural networks with the same number of parameters
are used for all of the following supervised machine learn-
ing approaches.

Text preprocessing

As discussed above, the models considered here are not
trained on the sequence of words in the sentences. Thus,
stop words and punctuations are removed prior to the
application of word embedding. The process is illustrated
in Figure 2.
First, the input sentence is tokenized into words. Then,

the stop words are removed. Finally, the word embed-
dings are applied to the remaining words in the sen-
tence and aggregated to a sentence matrix of dimension
m × 300, where m is the number of words after stop word
removal.
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F IGURE 3 Architecture of the neural network on sentence

Neural networks on sentences

The simplest approach using word embeddings for
machine learning is to separate the embedding part and
themachine learning part. First, word vectors are obtained
froma pre-trainedword embeddingmodel. Then, theword
vectors for each sentence are averaged to obtain the sen-
tence vector. Since pre-trained word embeddings are used,
this part of the algorithm does not require further training.
Next, when sentence vectors are obtained, they are

aligned with the corresponding labels obtained in the data
collection part to feed into a fully connected multi-layered
neural networks. The dimension of the input layer is 300,
and the number of nodes in the first two layers are 100, and
then 14 as the output layer, because the input text is classi-
fied into 14 pre-defined topics. The number of parameters
in the model is (300 × 100 + 100) + (100 × 100 + 100) +
(100 × 14 + 14) = 41614.
The neural network layers are shown in Figure 3 as

the shaded blue blocks. The dimension of the interme-
diate vectors, D, is shown to the right of the figure. m
is the number of words in the sentence after stop word
removal.

Neural networks on words

Because the neural networkmodelwas trained on the aver-
aged sentence vector, some of the important features from
keywords could be averaged out or hidden by the pres-
ence of other words. This issue could be alleviated by re-
training the word embedding on the current corpus of all
the scraped online content. However, to solve the problem
directly, we adopt a different approach in which the first
layer of the neural network is applied to the word vectors
before aggregating. By doing this, the neural network can
be trained to amplify the important dimensions and min-
imize the dimensions that contribute to noises. However,
because important features are already extracted using this
approach, rather than taking the average where the corre-

Sum over m

D = 1 x 100

D = m x 100

D = 1 x 14

Input Sentence Example:

Preprocess

IBM Watson Assistant is super easy to use and very user friendly

D = m x 300

Layer 1:
100 Nodes

Layer 2:
100

Nodes

Output
layer:

14 Nodes

F IGURE 4 Architecture of the neural network on words

sponding dimensions could be changed due to the number
of words, the sum of the output of the first layer of the neu-
ral network is used.
The architecture of the corresponding neural network

is as follows. The first layer of the neural network with
100 nodes is applied directly to the word vector, then the
outputs are summed over words to produce a vector with
a dimension of 100. Then the second layer of 100 nodes
is applied, and lastly the output layer of the neural net-
work has 14 nodes. This neural network architecture has
the same number of parameters as the previous method.
However, by moving the nodes closer to the words before
summing, an NLP model is trained on the features of each
individual words. Such a model is highly efficient because
the first layer is shared between words.
The neural network layers are shown in Figure 4 as the

shaded blue and pink blocks. The dimension of the inter-
mediate vectors, D, is shown to the right of the vector. m
is the number of words in the sentence after stop word
removal.

Neural networks based on attention

Finally, the neural network can be further improved by
applying the attention mechanism between topics and
words, so that the words that important to a certain topic
will have a larger contribution than the words that are not
relevant.
The neural network layers are shown in Figure 5 as the

shaded blue blocks. The dimension of the intermediate
vectors, D, is shown to the right of the vector. m is the num-
ber of words in the sentence after stop word removal.
Similar to the neural networks onwords, the first layer is

applied to the output of word embedding. However, rather
than summing over all the word vectors in a sentence, an
attention layer is applied. LetK be the output from the first
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F IGURE 5 Architecture of the neural network based on
attention

layer of neural network, then K has a dimension of m ×

100, where m is the number of words in the sentence. Let
Q of dimension 100 × 14 and b of dimension 14 be train-
able parameters, then themechanism can bewrittenmath-
ematically as: L = KT ⋅ softmax(K ⋅ Q + b), which has a
final dimension of 100 × 14. Here, K is used as both the key
matrix and value matrix, andQ is used as a trainable query
matrix.
When the softmax function is applied toKT ⋅Q+b, words

that are more relevant to a topic will be assigned a larger
weight. After the application of the attention layer, the out-
put can be fed to another fully connected neural network
with 100 nodes, such that when summed in this dimension
the output will become 14, corresponding to the 14 topics
of interest. Since the first layer has 100 nodes, the attention
layer contains trainable matrices of dimensions 100 × 14
and 14, and because the last layer contains 100 nodes, the
total number of parameters is again the same as the for-
mer twomethods described in the previous sections. How-
ever, the attention-based neural network not only outper-
forms the previous neural networks based on words, but
also assigns a weight of each word to all the topics.
With the attention mechanism, the contribution of key-

words to the topic classification can be calculated for inter-
pretation. As shown in Figure 6, the sentence,much easier
to use than the competition and you will see nearly imme-
diate results, is a sample sentence from online posts. The
sentence is classified into three topics, ease of use, per-
formance and efficiency, and product competitiveness. By
highlighting the words based on the corresponding to the
attention weights, the relevant keywords are clearly iden-

tified for each topic. It is important to note that these
keywords are completely learned by the algorithm during
training, implying that the algorithm is appropriate for this
task to match keywords similar to human intuition.
The example sentence is classified into three topics, ease

of use, performance and efficiency, and product compet-
itiveness, with corresponding probabilities, respectively.
The darkness of the highlighted keyword is calculated by
multiplying the attention weight with the classification
probability, which reflects the contribution of the keyword
to the classification of a certain topic.

Improved Clarity Score in Clarity 2.0

The main purpose of the Clarity project is to compare IBM
products with competitor products. In order to compare
these products over a wide array of features, aClarity Score
is calculated to rank products in the same market. After
in-depth business research, the Clarity Score is calculated
from online content based on three components: the sen-
timents of the chosen drivers, the overall rating, and the
volume of online content.
In Clarity 1.0, these three components are assigned per-

centile scores, as discussed in the System Overview sec-
tion. Because the percentile values are between 0 and 100,
the final Clarity score calculated on the weighted sum of
these components are also bounded between 0 and 100,
which can be scaled to a 10-point rating system as shown in
Figure 1. However, because only a small number of prod-
ucts are compared within a competing market for refined
insights, the percentile score computed within this set is
not meaningful due to insufficient data in the distribution
for a single market. To solve this problem, in Clarity 1.0, all
the products are placed in the same pool to calculate the
percentile scores.Moreover, an exponential decay function
over past time frames is introduced to account for data
recencies.
Because of the application of percentiles and the time

decay function, the Clarity Score calculated was often diffi-
cult for end users to understand. User feedback was highly
positive in the competitive ranking; however, in order to
ensure a broad understanding of the core drivers and how
to influence and improve the Clarity score, the approach
required adjustments to match user-identified needs to fit
seamlessly into workflows. In order to improve explain-
ablilty and thus ultimate impact of Clarity, a new Clarity

Much easier to use than the competition and you will see nearly immediate results . (Ease of use - 0.98308)

Much easier to use than the competition and you will see nearly immediate results . (Performance and efficiency - 0.53858)
Much easier to use than the competition and you will see nearly immediate results . (Product competitiveness - 0.50202)

F IGURE 6 Example of topic classification using the attention mechanism
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Score methodology is developed which we will also refer
to as Clarity Score 2.0. In the new methodology, the three
components, the sentiments on different topics, the over-
all rating, and the content volume, are still considered.
However, instead of using percentiles and decay functions,
a more rigorous approach based on Bayesian statistics is
used.

Bayesian sentiment

Same as the previous approach, the IBMWatson NLU ser-
vice is used for sentiment analysis. The output of the Wat-
son NLU sentiment model is between -1 and 1, represent-
ing negative and positive sentiments. A simple approach
to obtain a monthly sentiment value is to average the sen-
timents of all online content for the specific product within
that month.
However, due to business reasons, many of the prod-

ucts considered do not have a large volume of content, and
in some cases, a few products might not have online con-
tent at all every month. Taking average on a small volume
of online content or assigning 0 to products with no con-
tent does not reflect the true sentiment on these products.
Instead of using the average sentiment, we can consider
the online sentiment as a probabilistic process. Let P(s|D)
be the probability distribution of the sentiment value s con-
ditioned on the data D, then the sentiment value for that
month is the argmax of P(s|D) based on maximum likeli-
hood. The distribution P(s|D) can be updated every month
by incorporating new data using the Bayesian method,
such that at the beginning of each month, there is a prior
assumption about the overall sentiment value. Based on
the actual sentiments of public commentary in the month,
the prior assumption is updated to obtain a posterior
sentiment.
To apply Bayesian update to the sentiment values, sen-

tences with a neutral sentiment are removed because
they don’t contribute to the overall sentiments. When
only considering the numbers of positive and negative
sentences, the distribution conditioned on the normal-
ized average sentiment value s is the Bernoulli distri-
bution, the corresponding conjugate distribution is the
Beta distribution with parameters a and b. The values
of a and b are updated based on the counts of positive
and negative posts. Mathematically, aposterior = aprior +
npositive, and bposterior = bprior + nnegative, where npositive is
the number of positive sentiments and nnegative is the num-
ber of negative sentiments.
The prior values of a and b are assumptions on the num-

bers of positive and negative commentary. For eachmonth,
these values can be taken from the posterior values in
the previous month. However, a Bayesian update process

implemented this way aggregates all the content before the
current month, such that an online post from 2 years ago
would be considered in the same way as a piece of con-
tent posted thismonth. In order to avoid the propagation of
online content indifferently over time, the values of a and b
are re-scaled at the beginning of each month. Because the
typical values of a and b are 1 for a general Beta prior, the
values of a and b are re-scaled such that the sum of a and
b is 2. Thus, arescaled = 2a/(a+b), and brescaled = 2b/(a+b).
Using this approach, we are able to obtain a posterior

average sentiment value for each month. When the con-
tent volume is large, the posterior sentiment value is the
same as the average sentiment value. When the content
volume is small, the posterior sentiment is shifted based
on the value from the previous month. Because the values
of a and b are known, the uncertainties in the overall senti-
ment value can be calculated by using the 95% confidence
interval.

Bayesian rating

Similarly, the rating can be calculated using a similar
Bayesian method. However, while the sentiment values
can be simplified to be positive or negative based on the
Bernoulli distribution, the typical 5 star rating is not trivial.
In order to apply a Bayesian update on ratings, we assume
that the distribution of ratings follows the Binomial dis-
tribution, B(4, p), where p is the average rating, and the 5
possible outcomes, [0, 1, 2, 3, 4], of B(4, p) correspond to
the 1 to 5 stars.
By assuming the data distribution to be Binomial distri-

bution, the corresponding conjugate prior is also the Beta
distribution; same as the case for sentiment values. Thus,
rather than representing the number of positive and neg-
ative posts, the value of a represent the number of stars in
the rating. The set of ratings, [1, 2, 3, 4, 5], is mapped to the
outcome of the Binomial distribution, which is [0, 1, 2, 3,
4]. Thus, a rating of 2 corresponds to a 1 in the Binomial
distribution, thus contributing 1 to the value of a and 3 to
the value of b in the Bayesian update.
Since the rating is treated in an analogousway as the sen-

timent value, the prior parameters a and b are also rescaled
from the previous month. Rather than rescaling a and b to
sum to 2, they are summed to 8 instead, due to the fact that
the maximum values of a and b are 4 from the Binomial
distribution.

Scaled post counts

Lastly, the content counts are rescaled using a nonlinear
function, rather than using the percentile from the pool
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of posts from all products. It should be noted that rather
than comparing the absolute difference between content
counts, it is more important to compare the relative ratios.
For example, even though the post counts are differed by
100, products with post counts of 100 and 200, are com-
pared differently for products with post counts of 800 and
900. For the former case, 200 posts is twice the amount of
100 posts, while the relative ratio between 800 and 900 is
smaller.
Since the ratios between post counts are compared, it is

thus appropriate to use the logarithmic function. Thus, the
difference between 200 and 100 posts are then log(200)-
log(100) = log(2), while the difference between 900 and
800 are log(900)-log(800) = log(9)-log(8), which is much
smaller for the latter case. However, as mentioned pre-
viously, many products do not have posts every month.
Applying a logarithm on 0 leads to an undefined value.
Thus, rather than using logarithm, a log1p function is used.
The log1p function is defined as log1p(x) = log(1 + x).
Lastly, the range of log1p function is [0, ∞) for a non-

negative number of posts. However, in order to obtain a
bounded Clarity Score, the scaling function for post counts
must be bounded above as well. One way to do this is
to divide the log1p function by itself when the number
of posts is large. Thus, the final scaling function for the
post counts is: f(n) = log1p(n-nmin)/(log1p(nmax-nmin)+c),
where n is the number of posts for the product, nmin and
nmax are the minimum and maximum number of posts for
all the products in the competing market, and c is a small
constant. Based on our experimentation, c is chosen to
be 1e−5.

Overall Clarity Score 2.0

Similar to the previous approach, the Clarity Score is the
weighted sum of the three components: Bayesian sen-
timent, Bayesian rating, and scaled post count. Since
the dependence in the past has been considered in the
Bayesian updates of sentiment values and ratings, a decay
function is no longer necessary. By removing the complex-
ity of the percentile method and the decay function, the
contributions of the three components of the Clarity Score
is easier to identify.
As discussed in the Improved NLP Model section, the

output of the NLP model is expanded to cover 14 topics to
provide more detailed information about the online con-
tent. However, because products are different across differ-
entmarkets, theweights on these topics are considered dif-
ferently in different market. To account for the importance
of each topic, theweights on the topics are calculated based
on the frequencies of these topics within the same market.
In Clarity 1.0, 5 drivers are considered for the calculation
of the Clarity Score. Similarly in Clarity 2.0, only the top 5

TABLE 1 Model performance on one of the topics, product
features and functionalities

Model Precision Recall
F1
Score

Neural network on sentence 0.40 0.32 0.36
Neural network on words 0.56 0.40 0.47
Neural network based on
attention

0.56 0.56 0.56

Human performance 0.75 0.56 0.64

topics based on the weights are selected as drivers. Thus,
the sentiment values fromWatsonNLU for each product is
first aggregated on each of the 5 drivers, and then summed
to the overall sentiment value based on the weights.

Discussion – performance and beyond

As Clarity becomes more essential in product analysis, we
have made significant improvements to the user experi-
ence. Particularly, the ranking score, or Clarity Score, is
revised to provide a clearer comparison between products
in the same space. At the same time, the NLP models are
improved to extract more accurate insights from the user
content.

NLP performance

As discussed in the ImprovedNLPModel section, the newly
developed attention-based topic classification model asso-
ciates keywords in the online content and the correspond-
ing topic. This is a crucial feature to enable interpretability
that is typically absent in conventional black box machine
learning algorithms.
Another significance of the improved NLP algorithm is

the overall performance in topic classification. In order to
benchmark the performance, a ground truth set with 200
sentences was established. The performances of the new
algorithms inClarity 2.0 and human labelers are compared
on this ground truth set.
As reflected in the F1 scores in Table 1, the overall

performance is progressively better from the simple sen-
tence based neural network to the more complex word
based neural network, and finally to the more sophisti-
cated attention based neural network. The main improve-
ment of the attention based neural network is to consider
the importance of keywords as attention weights explicitly
when assigning topics to input text. Because the weights
are dependent on the presence of other words, contextual
information is partially considered.
Precision, recall, and F1 score are compared for

the models described in the Improved NLP Model in
Clarity 2.0 section. It should be noted that the human
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performance is relative low compared to typical academic
datasets. The reason is that practical NLP applications are
typically ambiguous, which results in more noise in the
results and leads to the overall lower score compared to
well-refined academic datasets.

Clarity Score performance

Due to the explainability issues with the former Clar-
ity Score methodology, the Clarity Score algorithm was
improved as described in the previous section. With the
new implementation, the ranking is now more transpar-
ent as it is related directly to the three components, post
counts, ratings, and over sentiment scores, without the
unnecessary percentile scaling and the correlation with
past data due to an exponential time decay function.
Although the new Clarity Score methodology is easier to
explain, it must be validated against the same metrics,
including the Net Promoter Score (NPS) and the Gartner
Magic Quadrant, as described in the previous Clarity 1.0
paper.
Top: comparison between the old and new Clarity

Scores. Bottom: comparison between the Clarity Scores
and NPS.

Comparison between NPS, Clarity Score 1.0,
and Clarity Score 2.0

First, the Clarity Score 2.0 is compared to the Clarity Score
1.0, as shown in Figure 7. In the figure, the Clarity Score
2.0 is almost linearly correlated with the Clarity Score 1.0,
implying that the rankings of the offerings are preserved.
As explained in (Usmani et al. 2020), the Clarity Score 1.0
was a good metric based on in-lab and expert evaluations.
The strong correlation with the Clarity Score 1.0 allows the
new Clarity Score 2.0 to provide insightful information for
the users.
Next, both the old and new Clarity Scores are compared

to the NPS. The Net Promoter Score is a metric used in cus-
tomer satisfaction research. TheNPS is calculated based on
responses to the question: How likely is it that you would
recommend this product? and the answer is based on a 0
to 10 scale. People who have responded with a score of 9
or 10 are called promoters, those who have responded with
scores between 7 and 8 are called passives, and the ones
that have respondedwith scores between 0 and 6 are called
detractors. The NPS is the difference between the percent-
age of promoters and detractors. For comparison with the
Clarity Score, the NPS is rescaled to the same range from 0
to 10.
As shown in the bottomplot of Figure 7, both the old and

newClarity Scores are linearly correlated to the NPS. How-

F IGURE 7 Comparison between NPS, Clarity Score 1.0, and
Clarity Score 2.0

ever, the Clarity Score 2.0 shows a stronger correlation as
the points are closer to the diagonal line, and the spread of
the points is much smaller compared to Clarity Score 1.0,
indicating that the new score is more reflective of the cus-
tomer’s satisfaction.

Comparison between the Clarity Score 2.0 and
Gartner Magic Quadrants (MQ)

The IT consulting firm Gartner periodically produces a
series of market research reports where they rate vendors
according upon two criteria: completeness of vision and
ability to execute (Gartner, Inc. n.d.). Each of these reports
include a 2 × 2 matrix chart similar to the one depicted in
Figure 8.
Vendors with both a high completeness of vision and a

high ability to execute are called leaders (vendors A and
E in Figure 8) whereas vendors with low scores in both
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F IGURE 8 Gartner Magic Quadrant

dimensions are called niche players (vendor B). Vendors
with a high completeness of vision but with a low score
in the ability to execute are called visionaries (vendors C
and G) and the vendors with a poor completeness of vision
but good ability to execute are called challengers (vendors
D and F).
Similar to the analysis in the previous paper, we ana-

lyzed 5 randomly selected markets provided by Gartner
and noted the similarities and differences with the Clarity
Scores. Given a Gartner Magic Quadrant report for market
Mi, we identified the vendors VMi = {V1Mi, V2Mi,. . . , VnMi}
in that report and we then identified the products PVj,Mi =
{P1Vj,Mi, P2Vj,Mi,. . . , PmVj,Mi} such that PKVj,Mi is a product in
the marketMi provided by the vendor VjMi. We then com-
pared the Clarity scores for the products in PVjMi for which
we had data.
As shown in Table 2, the magic quadrant market labels

align with the Clarity scores for most cases. A high Clar-
ity Score indicates that the vendor is highly competitive,
which is labeled as leader in the Gartner Magic Quad-
rant. A relatively lower Clarity Score implies that the ven-
dor is not competitive in the market, which is labeled as
niche player by the Gartner Magic Quadrant. The imme-
diately competitive vendors are labeled as visionaries or
challengers, which have values between niche players and
leaders. However, there is an outlier for M1 = Data Sci-
ence Machine Learning Platform, where V5M1 is labeled as
leader, but as the smallest Clarity Score compared to the
other vendors.

Broader use cases

In addition to improving explainability and taking steps
to ensure insights resonated with and prompted action for
end users, the team also explored new use cases that sur-
faced as a result of the success of theClarity insight engine.
Some use cases were prompted by a desire to make

similar analyses available from net new data sources,
while others were inspired by Clarity’s utility for product
owners and prompted work flow re-imagination for other
roles across the enterprise leveraging similar analytical
approaches. New use cases were sourced from user
suggestions through automated feedback mechanisms,
co-creation oriented design thinking sessions with existing
users, as well as ideas developed within the product team.
New use cases under development are at varying degrees
of maturity – the most advanced is a version of Clarity that
focuses on industry analyst content.
The Clarity for Industry Analysts use case, currently

at Minimum Viable Product (MVP) stage, ingests and
analyzes analyst report data to support both product
managers and analyst relations professionals. The Clarity
system produces insights from analysis of thousands of
reports, blogs, presentations, and articles from top indus-
try analyst firms, similarly leveraging an algorithm built
around Watson NLU to calculate sentiment and share of
voice analyses for IBM and our competitors. Reports are
grouped based on IBM alignment of analysts to market
areas, which then align to IBM’s internal product taxon-
omy. By understanding sentiment and share of voice at a
firm, analyst, and market level, analyst relations profes-
sionals can optimize their time, and product managers
can better understand the assessment of their products
from third party organizations.
Beyond industry analyst reports, the Clarity team

continues to explore a variety of different data sources and
approaches to provide competitive insights to existing and
adjacent user bases. These include combining financial
performance data and unstructured text from discussion
forums in online support communities to inform product
and portfolio performance, and even goes beyond product
performance in experimenting in assessment of IBM’s
competitive standing in sustainability and responsibility
initiatives.

Conclusion

In this paper, we considered the problem of comparing
products in a marketplace automatically from online con-
tent. This is an important business activity that marketers,
sellers and product managers conduct regularly. Unfortu-
nately, it is also very time consuming and costly which can
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TABLE 2 Comparison of ratings provided by Gartner vs. Clarity Score

Market Vendor Product Gartner Q Clarity score
M1 = Data Science Machine Learning Platform V1M1 P1V1, M1 Visionary 8.79

V2M1 P1V2, M1 Visionary 8.48
V3M1 P1V3, M1 Challenger 7.93
V4M1 P1V4, M1 Challenger 7.91
V5M1 P1V5, M1 Leader 7.34

M2 = Data Management Solutions for Analytics V1M2 P1V1, M2 Leader 8.58
V2M2 P1V2, M2 Leader 8.46
V3M2 P1V3, M2 Leader 8.19
V4M2 P1V4, M2 Leader 7.96
V5M2 P1V5, M2 Leader 7.88

M3 =Management Solutions for Analytics V1M3 P1V1, M3 Leader 7.62
V2M3 P1V2, M3 Leader 7.53
V3M3 P1V3, M3 Leader 7.36

M4 = Operational Database Management Systems V1M4 P1V1, M4 Leader 8.58
V2M4 P2V2, M4 Leader 8.46
V3M4 P3V3, M4 Leader 8.19

M5 = Analytics and Business Intelligence Platform V1M5 P1V1, M5 Leader 8.79
V1M5 P2V1, M5 Leader 8.25
V2M5 P1V2, M5 Niche Player 7.92
V3M5 P1V3, M5 Niche Player 7.85

be particularly challenging for businesses with large prod-
uct portfolios and fast-changing customer environment.
To address this business need, in an earlier work which

appeared at IAAI-20, the 2020 Innovative Applications
of Artificial Intelligence (Usmani et al. 2020), we intro-
duced a deployed system, called Clarity, which analyzes
the competitive landscape of products in a marketplace
continuously as data gets updated over time. This paper
improves on the system with an enhanced NLP model
to detect product reviews and a new scoring method to
rank them which is closer to user’s expectation. We ran
experiments to validateClarity’s usefulness and scalability.
Clarity has thus proven to be an excellent example of an
AI-based system that has been integrated and reused
in various applications such as product pricing recom-
mendation, and talent management and has performed
well in critical business activities. Further expansion of
Claritywithin IBMwill explore new use cases for different
business roles or data source types.
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