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We recently re p o rted on the
application of a machine-
l e a rning (ML) technique to

automated flight control using a sim-
ulated F-16 combat plane (Michie and
Camacho 1994). Subsequent tests of
our data-induced flying model have
b roadly confirmed the re p o rt e d
results but have also identified a lack
of robustness. We had undere s t i m a t e d
the latter and now re g a rd our re p o rt
(Michie and Camacho 1994) as being,
by omission, potentially misleading.

Successes and shortcomings of
behavioral cloning ( l e a rning by imita-
tion) have been reviewed by Urban-
cic and Bratko (1994). They discuss
the following problem domains:
p o l e - a n d - c a rt balancing (Michie,
Bain, and Michie 1990; Chambers
and Michie 1969), flight-simulator
c o n t rol (Sammut et al. 1992), tele-
phone-line scheduling (Kibira 1993),
and crane-simulator control (Urban-
cic and Bratko 1994). Conclusions
a re as follows:

First, successful clones have been
induced using standard ML tech-
niques in all four domains.

Second, the cleanup effect, where-
by the clone surpasses its original,
has been observed in all four
domains.

T h i rd, in all domains, the best
clones were obtained when examples
from a single human only were used.

Fourth, the present approach lacks
robustness in that there is no guaran-
tee of inducing with high probability
a successful clone from given data.

Fifth, typically, the induced clones
a re not sufficiently robust with
respect to changes in the contro l
task.

Sixth, although the clones do pro-
vide some insight into the contro l

c o m p romised if relevant agents
remain blind to the craft’s curre n t
bearing with respect to the ru n w a y !
The other weakness that stood out
was the cursory nature of the defini-
tions provided for signaling accom-
plishment of the goals of individual
stages (“achievement goals” in the
terminology of Laird and coworkers).
T h e re is an evident connection
between the two because it is precise-
ly failure to relate sensed state vari-
ables explicitly to local goals that is
lacking from pure learning by imita-
tion. As a next step, one of us (R.C.)
is refining the transition goals that
signal completion of successive flight
stages. The main tool for this purpose
is a variant of inductive logic pro-
gramming that supports the induc-
tive learning of complex flight goals.
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strategy, they in general lack concep-
tual structure that would clearly cap-
t u re  the causal relations in the
domain and the goal structure of the
control strategy.

Pearson et al. (1993) worked with
flight-simulator control (Cessna, on a
Silicon Graphics workstation) at the
University of Michigan. They con-
s t ructed skill models using hand
crafting rather than ML derivation.
Robustness to varied starting condi-
tions, although not systematically
studied, appeared re a s o n a b l e — a
ttributable, we believe, to the goal
d i rectedness of their underlying
architecture. Our own more systemat-
ic robustness trials of the earlier-
described F-16 flying models, with
respect to local changes in the con-
t rol task, gave disappointing re s u l t s .
In one series, only 3 of the 81 starts
saw successful completion of the
entire mission, most of the remainder
crashing either during landing or
while lining up for descent, this in
spite of minor factors of noncompa-
rability between training and test
conditions more likely to affect per-
formance positively than negatively.

In light of these results, we
reviewed the inductively generated
decision trees that comprised the pro-
c e d u re bodies of the 72 individual
agents flying the simulated plane (see
the earlier-cited article for the full
design arc h i t e c t u re) and identified
two major factors in the observ e d
brittleness. In many cases, learn e d
decision trees had failed to incorpo-
rate an attribute test that, from a per-
spective of goals and causality, was
plainly mandatory. For example, the
chances of achieving stage 6’s post-
condition (aircraft is lined up with
respect to the runway) are clearly
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