


Indeed, significant efforts have been directed
toward developing data sets that pose vision and lan-
guage challenges (Antol et al. 2015; Chen et al.
2015). A key focus in existing resources has been
diverse and realistic visual stimuli. For example, the
Visual QA (VQA) data set (Antol et al. 2015) includes
265K COCO images (Lin et al. 2014), which contain
dozens of object categories and over a million object
instances. Questions were collected via crowdsourc-
ing by asking workers to write questions given these
images. While the collected questions are often chal-
lenging, answering them requires relatively rudi-
mentary reasoning beyond the complex grounding
problem. Understanding how well proposed
approaches handle complex reasoning, including
resolving numerical quantities, comparing sets, and

reasoning about negated properties, remains an open
challenge.

We address this challenge with the Cornell Natu-
ral Language Visual Reasoning (NLVR) data set (Suhr
et al. 2017; Zhou, Suhr, and Artzi 2017). NLVR focus-
es on the problem of understanding complex, lin-
guistically diverse natural language statements that
require significant reasoning skills to understand. We
design a simple task: given an image and a statement,
the system must decide if the statement is true with
regard to the image. Similar to VQA, and unlike cap-
tion generation, this binary classification task allows
for straightforward evaluation. Figure 2 shows two
examples from our data.

We use synthetic images to control the visual
input during data collection. Each image shows an
environment divided into three boxes. Each box con-
tains various objects, either scattered about or
stacked on one another. We use a small set of objects
with few properties. This restriction enables us to
simplify the recognition problem, and instead focus
on reasoning about sets, counts, and spatial relations.
The grouping into three sets is designed to support
descriptions that contain set-theoretic language and
numerical expressions.

The key challenge is collecting natural language
descriptions that take advantage of the full complex-
ity of the image, rather than focusing on simple
properties, such as the existence of one object or
another. The images support rich descriptions that
include comparisons of sets, descriptions of spatial
relations, counting of objects, and comparison of
their properties. But how do we design a scalable
process to collect such language?

Collecting the Data
We use crowdsourcing to collect descriptions from
nonexperts. The key challenge is defining a task that
will require the complexity of reasoning we aim to
reflect. If we display a single image, workers will eas-
ily complete the task with sentences that contain
simple references (for example, “there is a yellow tri-
angle”). A key observation that underlies our process
design is that discriminating between similar images
is significantly harder and requires more complex
reasoning. Furthermore, if instead of discriminating
between images, the worker is asked to discriminate
between sets of images, the task becomes more com-
plex, and therefore requires the language to capture
even finer distinctions.

These observations are at the foundation of a sim-
ple, yet surprisingly effective, data collection process.
We generate four images to collect a description. We
first generate two images separately by randomly
sampling the number of objects and their properties.
For each of the two images, we generate an addition-
al image by shuffling the objects across the image.
This gives us two pairs. The first pair includes the ini-
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Figure 1. An Example Observation and 
Instruction Given to a Household Assistance Robot.

 

 Take four of the larger plates from the middle shelf
and put the m on the table.
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tial randomly generated images. The second pair is
made up of their shuffled versions. We then ask the
worker to write a sentence that is true for each of the
images in the first pair, but false for each of the
images in the second pair. To complete this task,
workers must identify similarities between the first
pair of images that do not hold for the second pair.
The complexity of the task encourages language that
expresses complex reasoning. Generating the second
pair of images by shuffling the objects in the first pair
prevents sentences that simply state the presence of
a specific object. Our task encourages workers to
write linguistically diverse and complex sentences by
juxtaposing images that are similar to one another,
yet contain minor differences.

We also asked the workers to follow two addition-
al constraints. First, the sentence should not contain
references to the image labels themselves. Second,
the sentence should not refer to the horizontal order
of the boxes. Treating the image as a set of three
unordered boxes encourages set-theoretic descrip-
tions. In addition to improving the language collect-
ed, these two constraints also allow us to generate a

large number of examples. We can divide the results
of each task into four independent image-sentence
pairs, and then generate six images for each labeled
sentence-image pair by permuting the boxes while
maintaining the description’s truth value. Figure 3
shows the prompt that was presented to the user.

This process already provides high-quality data.
We quantify it by measuring agreement among
annotators asked to solve the task given a sentence-
image pair. We present annotators with an image and
a sentence, and ask them to judge whether the sen-
tence is true or false about the image. We also allow
workers to mark examples as invalid. To validate the
constraints, we randomly permute the boxes in the
image before displaying it to the user. To compute
agreement, we collect five judgments for examples in
the development and test sets, and compute Krip-
pendorf’s α and Fleiss’ κ (Cocos et al. 2015), two com-
mon agreement statistics. Our process yields α =
0.768 and κ = 0.709, indicating substantial agree-
ment (Landis and Koch 1977). We further increase
the data quality by pruning examples that were
marked as invalid and, for development and test

Figure 2. Example Sentences and Images from NLVR. 

Each image includes three boxes with different object types. The truth value of the top sentence is true, while the bottom is false.

 Each box has at least 1 black item.

 There are exactly two black squares not touching any edge.
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Figure 3. The NLVR Sentence Writing Prompt. 

The bottom sentence in figure 2 was generated from this prompt. (Suhr et al. 2017, ©2017 ACL, reprinted with permission.)

Write one sentence. This sentence must meet all of the following requirements:
  • It describes A.
  • It describes B.
  • It does not describe C.
  • It does not describe D.
  • It does not mention the images explicitly (e.g. “In image A,  ...”).
  • It does not mention the order of the light grey squares (e.g. “In the rightmost square...”)

There is no one correct sentence for this image. There may be multiple sentences which satisfy 
 the above requirements. If you can think of more than one sentence, submit only one.

  
 

A

B

C

D



examples with multiple labels, where disagreement is
high. In practice, the pruning process removes only
3.3 percent of the original data. However, it increas-
es agreement to α = 0.831 and κ = 0.808.

We use the crowdsourcing platform Upwork.1 We
collected 92,244 image-sentence pairs labeled with
whether the sentence is true about the image. The
data contains 3,962 unique sentences. We split the
data into four sets: a training set containing 80.7 per-
cent of examples, a development set containing 6.4
percent of examples, and two test sets each contain-
ing 6.4 percent of examples. We keep one test set as
unreleased, and use it to maintain a leaderboard.2 We
invite everyone working on the data to submit their
models for evaluation on the unreleased set. Per-
formance on the unreleased set is listed on the pub-
lic leaderboard.

What Kind of Data Do We Get?
Our goal with NLVR is representation of linguistic
diversity and complex reasoning. In an attempt to
gain insight into the data we collected, we perform
linguistic analysis of the data and compare our find-
ings with several existing, related corpora. Our com-
parison focuses on VQA (Antol et al. 2015), which
contains natural language questions about real pho-
tographs and synthetic abstract images; Microsoft
COCO Captions (Chen et al. 2015), which contains
natural language captions of photographs; and
CLEVR (Johnson et al., CLEVR: A Diagnostic Dataset,
2017; Johnson et al., Inferring and Executing Pro-
grams, 2017), which contains both synthetic
(CLEVR) and, more recently, human-written (CLEVR-
Humans) questions about synthetic images.

We observe that sentence length in NLVR follows
a similar distribution to the captions of Microsoft
COCO Captions (figure 4). Longer sentences are
often more challenging to understand, and display
more compositionality. NLVR sentences are on aver-
age longer than those in VQA and CLEVR-Humans,
but shorter than the synthetic sentences of CLEVR.
We suspect the synthetic CLEVR sentences are longer
due to the setup of the generation process.

We also study the presence of various linguistic
phenomena in NLVR and the related corpora. This
analysis is key to understanding the linguistic diver-
sity and the type of reasoning required to solve the
task. For example, a corpus with no reference to
numbers or comparatives is likely not to require
much cardinal reasoning. We choose 12 linguistic
features directly related to our original goals, includ-
ing counting, references to sets, and spatial relations.
Table 1 lists the features we study, along with exam-
ples and their frequency in NLVR, VQA, and CLEVR-
Humans. We analyze 200 examples in each corpus.
We find that NLVR is remarkably diverse when com-
pared to existing vision and language resources. For
10 out of the 12 categories, it shows higher represen-
tation than VQA. Even when compared to CLEVR-
Humans, which was designed with a similar goal of
benchmarking visual reasoning, NLVR contains more
occurrences for 9 of the 12 features.

Biases, Baselines, and Challenges
The linguistic complexity of NLVR indicates that a
variety of skills are required to solve the task. But
how challenging is NLVR to existing methods? And
what can we learn about the corpus from the per-

Articles

SUMMER 2018   49

Figure 4. Distribution of Sentence Lengths.
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formance of current approaches?
First, though, we study the corpus to identify

latent biases. A common bias in vision and language

corpora is an ability to solve the task with only one
of the modalities. For example, this bias was recent-
ly identified in VQA, where several models achieved
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Table 1: Analysis of 12 Linguistic Features in NLVR, VQA (Real and Abstract Images), and CLEVR-Humans.

For each feature, we include an example containing a sentence and an image from NLVR. The bold text marks the occurrence of the fea-
ture in the example sentence. We also include the frequency of the different features in the analyzed corpora as computed by analyzing 200
sentences from each corpus.

Hard Cardinality There are exactly two towers with a 
yellow block at the top

There is at least 1 yellow item
in each box

There are two black blocks as the
top of a tower

Each box has at least 1 black item

There is a box that has four items
and the three are touching the side

There are at least three yellow 
triangles not touching any edge

The tower with two blocks has a 
yellow block at the top

There is at least one black object
above a blue object

There are only two towers which
has the same base color

There is a box with exactly two blue
items and at least two black items

There is a tower with a yellow block
below a yellow block at the top        

There is a tower with exactly three
blocks, and it has a yellow block
and two blue blocks

12
11.5

30.5
66

Soft Cardinality
0
1

6.5
16

Existential Quantifiers
4.5

11.5
27

88

Universal Quantifiers
1
1

9
7.5

Coordination
3

5
8.5

17

Negation
0

1
3.5

9.5

Presupposition
79
80

44
19.5

Coreference
8.5

6.5
1

3

Spatial Relations
31

42.5
25

66

Comparative 1
35.5

3

Coordination Ambiguity
4.5

Preposition Ambiguity
7

3
0.5

1.5

23

VQA (Real) VQA (Abstract) CLEVR-Humans NLVR

0
0
0

Feature Sentence Image Comparison

4.5



high performance while ignoring the input image
(Zhou et al. 2015; Jabri, Joulin, and van der Maaten
2016; Agrawal, Batra, and Parikh 2016; Kafle and
Kanan 2017).3 Does NLVR suffer from such a bias?
NLVR is relatively balanced. Simply guessing true
gives an accuracy of 55.4 percent on the unreleased
test set. Using only one of the modalities provides
similar results to this majority baseline. Encoding the
image only with a convolutional neural network
(CNN) to predict the truth values results in an accu-
racy of 55.3 percent. Similarly, encoding the text
only with a recurrent neural network (RNN) to pre-
dict the truth value results in 56.2 percent accuracy.
These results indicate that both the text and the
image are necessary to solve the task. 

A simple baseline that uses both text and image,
however, provides disappointing results. We showed
this by concatenating the outputs of the CNN and
RNN models to predict the truth value. This model
achieves 56.3 percent accuracy on the unreleased test
set. In contrast, the neural module networks (NMN)
approach (Andreas et al. 2016) achieves 62.0 percent.
While performance is still low, this first success at
outperforming the majority baseline is quite inter-
esting. NMNs explicitly model compositionality. Dif-
ferent neural networks are composed together
according to the structure of the sentence to process
the image and generate the final prediction. The
higher performance of this model indicates that
understanding highly compositional language is nec-
essary for solving the task.

An interesting property of NLVR is the availability
of structured representations of the images. When
generating images, we first generate a structured rep-
resentation, which is then rendered to create the
image. This representation contains the complete
information about an image, including the items
contained in the boxes, their properties, and exact
positions. This representation can be considered as a
small spatial database describing the environment,
and enables experiments that do not require solving
the vision problem.

Experimenting with the structured representation
confirms an important property of the problem:
counting is a necessary skill for solving NLVR. We use
the sentence and structured representation to com-
pute features and train a maximum entropy classifi-
er. The classifier achieves an accuracy of 67.8 percent
on the unreleased test set. Ablating all the features
that consider counts reduces performance on the
development set from 68.0 percent to 57.5 percent.
This result clearly indicates the importance of count-
ing in solving the task.

Treating the structured representation as a small
database creates an interesting opportunity for
semantic parsing techniques, where sentences are
mapped to symbolic representations (as shown, for
example, by Zelle and Mooney [1993], Zettlemoyer
and Collins [2005], Zettlemoyer and Collins [2007],

Clarke et al. [2010], Artzi and Zettlemoyer [2011],
and Artzi and Zettlemoyer [2013]). Semantic parsing
directly models the compositionality that is core to
NLVR. As expected, semantic parsing can perform
quite well on NLVR. This was shown recently by
Goldman et al. (2017). Their approach maps the sen-
tence into a small program, which is then executed
against the structured representation to return a
truth value. Their approach achieves 82.5 percent
accuracy on the unreleased set. These results show
that using a symbolic compositional representation
improves performance on the task.

Discussion
Developing systems that rely on robust language and
vision understanding requires data sets and tasks to
evaluate their performance. The goal of NLVR is to
present a challenging benchmark with linguistically
diverse language that requires complex reasoning
skills. Key to building NLVR is a carefully designed
data collection process. The goal of the process is to
challenge annotators to write sentences distinguish-
ing several images. A study of the corpus shows it is
more linguistically diverse compared to contempo-
rary corpora. Our empirical analysis illustrates key
challenges that must be addressed to solve NLVR,
including counting and compositionality. While
NLVR presents open challenges to the research com-
munity, its complexity is relatively scoped by our use
of synthetically generated images with a limited
number of shapes and properties. While we hope
that NLVR will facilitate developing models that can
better reason about vision and language, real-world
applications require studying realistic visual inputs.
An important direction we are currently pursuing is
collecting a corpus that includes real images while
preserving the complexity and diversity NLVR
demonstrates. NLVR and leaderboards for both the
image and structured representations are available.4

Notes
1. www.upwork.com.

2. The leaderboard is at lic.nlp.cornell.edu/nlvr.

3. Partially to address this bias, a new version of VQA was
recently released (Goyal et al. 2017).

4. lic.nlp.cornell.edu/nlvr.
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