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Abstract
Learning to rank (LTR) is an important artificial intelligence (AI) approach supporting the operation of many search engines. In large-scale search systems, the ranking results are continually improved with the introduction of more factors to be considered by LTR. However, the more factors being considered, the more computation resources required, which in turn, results in increased system response latency. Therefore, removing redundant factors can significantly improve search engine efficiency. In this paper, we report on our experience incorporating our Contextual Factor Selection (CFS) deep reinforcement learning approach into the Taobao e-commerce platform to optimize the selection of factors based on the context of each search query to simultaneously maintaining search result quality while significantly reducing latency. Online deployment on Taobao.com demonstrated that CFS is able to reduce average search latency under everyday use scenarios by more than 40% compared to the previous approach with comparable search result quality. Under peak usage during the Single’s Day Shopping Festival (November 11th) in 2017, CFS reduced the average search latency by 20% compared to the previous approach.

INTRODUCTION

Search engines often need to retrieve and rank a large set of data items in response to user requests. Take the Taobao.com search engine as an example (Figure 1), it needs to select and rank items from a large inventory in the billions. Under everyday use conditions, it serves around 200 million users per day. This number more than doubles under peak usage during the November 11 Shopping Festival (Figure 2). Two issues are the most important to the success of a search engine: 1) effectiveness, concerning how accurate and suitable the search results in the final ranking list are, and 2) efficiency, concerning how fast the search engine can respond to the user queries. Improving effectiveness often requires a search algorithm to take more factors concerning the searched items into account, while efficiency depends on the computational overhead involved in the ranking operation. It is a challenge to address both issues in large-scale search engines. To address the high computational cost of involving more factors into the ranking process while maintaining efficiency, a search engine often has to degrade the service level by reducing the number of items recalled and deactivating some unnecessary services (Li et al. 2009).

To improve the trade-off between effectiveness and efficiency in the large-scale e-commerce search applications,
the cascading ranking model has been proposed (Liu et al. 2017). It reduces the number of items in the ranking process according to specific strategies. This inspires us to take a closer look at the factors involved in the ranking algorithm from our Taobao search engine. By analyzing search engine operations, we discovered that many factors involved in the computation are not necessary (Figure 3). On the one hand, there exist redundant factors. On the other hand, conversion rates vary on items under different contexts. For instance, for the users with higher purchasing power or for long-tail queries, computationally less costly factors are enough to produce high quality search results. The above observation shows the possibility of simultaneously improving effectiveness and efficiency by selecting a proper subset of factors under given circumstances, which can be translated into a context-aware combinatorial optimization problem.

In this paper, we report on our experience deploying an innovative model via reinforcement learning based approach—Contextual Factor Selection (CFS)—into Taobao.com to improve search engine efficiency. The algorithm outperforms the previous algorithm used by Taobao since deployment in January 2017. CFS has been shown to be able to reduce average search latency under everyday use scenarios by more than 40% compared to the previous approach with comparable search result quality. Under peak usage during the Single’s Day Shopping Festival (November 11th) in 2017, CFS reduced the average search latency by 20% compared to the previous approach.

**METHOD**

**System workflow**

In a typical e-commerce search engine, there is a set of all available items in a database. Users with diverse profiles can make a wide range of queries. The ranking problem in e-commerce search engines can be generally defined as a task to generate a permutation function which is a one-to-one mapping from the user-query pairs to the properly ranked selected list of items. The goal is to maximize the
Correlation coefficient matrix among some factors considered by the Taobao search engine

The general workflow of search query processing in Taobao.com is illustrated in Figure 4. The Search Planner plays a central role to coordinate this workflow. When a search query is received, it is analyzed by the Query Planner to interpret what the user is looking for. The Indexer then retrieves up to 1 million candidate items, and narrows them down into around 10,000 based on relevance. Finally, the Rank module takes these 10,000 candidate items, and ranks them according to a holistic consideration of relevance be business objectives. The top 50 highly ranked items will be returned to the Search Planner to be displayed to the user. The numbers given here are just to illustrate the scale of operation. They are not the actual numbers.

A wide range of indicators are used to measure business objectives in Taobao.com. Some examples include...
Contextual factor selection for item ranking

In this subsection, we describe the proposed Contextual Factor Selection (CFS) approach which can help a search engine achieve both high effectiveness and high efficiency. Each item in the inventory is assigned a factor vector. Each dimension of the factor vector is calculated in an online manner, which incurs computational costs. From a practical point of view, some of factors are not necessary for ranking. Thus, we defined an indicator function, $I_S(k) \in \{Skip: 0, \text{Keep}: 1\}$, to denote if a factor $k$ is selected into the set of factors CFS will consider when handling a search query. Therefore, the computational cost function can be written as $\sum_k I_S(k)c_k$, where $c_k$ is the computational cost incurred by calculating factor $k$. A ranking model which considers all factors, $F_{\Omega}$, can be regarded as the optimal model in terms of the quality of the recommended item list. Thus, given a user-query pair $\langle u, q \rangle$, the objective can be written as:

$$\min_{S \subseteq \Omega} D(F_{\Omega}||F_S) + \lambda n \sum_k I_S(k)c_k$$

where $D(F_{\Omega}||F_S)$ is the distance between the set of all factors $F_{\Omega}$ and the set of selected factors $F_S$, which could be any distance between two functions (e.g., Kullback-Leibler divergence [Kullback and Leibler 1951]). The second term is the computational cost involved in calculating the selected factors. $\lambda > 0$ is the trade-off parameter and $n$ denotes the number of items in the given query. By minimizing the objective function, we aim reduce the cost of utilizing factors (i.e. by using low cost factors and reducing the number of factors involved), while approximating the optimal ranking function performance as closely as possible.
However, this objective function is intractable even for a single search request as it is an \textit{NP-hard} problem (Davis, Mallat, and Avellaneda 1997; Natarajan 1995). On top of this, we still need to perform contextual factor selection. To overcome this challenge, we generalize the solution of the optimal subset selection problems based on the assumption that similar user-query pairs should have similar optimal subset structures. Thus, our goal becomes to search for the general parameter vector to minimize the objective function over all the \((u, q)\) requests.

To solve the optimization problem defined in the objective function, CFS learns the indicator function for each factor based on given user-query types using reinforcement learning (RL) (Sutton and Barto 1998). We follow a variant of RL called policy gradients (Bello et al. 2016; Kober and Peters 2011). It is a class of RL useful for solving complex robotic problem. The key idea, in our case, is to transform the assignment of each element in the indicator vector as a sequential decision-making problem. It is possible to learn a selected factor, by a reinforcement learning policy, instead of approximating the indicator vector directly.

To make the action space more manageable, we introduce a fixed factor sequence so that a policy can determine the utility of the factors in a sequential manner. For each user-query pair, the indicator function vector entries can be determined in \(p\) steps, where in the \(k\)-th step \((1 \leq k \leq p)\), we need to decide whether this factor shall be included in the ranking function or not, which is the action taken at step \(k\). After the factors are selected, we can directly calculate the loss to evaluate the effectiveness of selection actions, which can be further used to define the total reward of the actions during the episode. The key issues here are how to design the states, the rewards and the optimization method for this reinforcement learning problem.

There are two issues that make learning the optimal policy for our reinforcement learning problem challenging. Firstly, the reward is sparse over states. This is known as the \textit{sparse feedback problem} (Kulkarni et al. 2016). Secondly, the rewards are distributed widely in a continuous space, making the model convergence hard. To address these challenges, we adjust the state and reward designs based on shaping techniques (Ng, Harada, and Russell 1999). Instead of just using the user-query pair to describe the states, each state also includes the decisions made during the previous episode. For the effectiveness part, we issue a large constant penalty if the ranking loss under the selected set of factors exceeds a pre-defined threshold. For the reward, we decompose it into the part reflecting effectiveness and another part reflecting the efficiency. For the efficiency part, we add a penalty whenever a new factor is included. With this design, we enable the critic module to distinguish good and bad ranking results more easily and avoid generating poor rankings.

After designing our state and reward space, we leverage the well-known policy gradient method with actor-critic models as described in (Mnih et al. 2016) to obtain solutions. Note that the difficulty of the original optimization problem does not decrease with the introduction of reinforcement learning techniques. The RL-based approach here acts as a solver whose solution space contains the optimal solutions, and provides an efficient search path to the optimal solutions through trial-and-error. More details of the proposed algorithm can be found in (Zeng et al. 2020).

**APPLICATION DEVELOPMENT AND DEPLOYMENT**

Before the actual deployment of the technique, we evaluated the proposed approach on a dataset from Taobao on an through comparison with the norm elimination method, the \(l_1\)-based feature selection method, the tree-based feature selection method and the F-test feature selection method in an offline setting. This is to ascertain if we shall move forward to deploy RankCFS online.

For \(l_1\)-based feature selection, tree-based feature selection and F-test feature selection, we adopt their implementations in scikit-learn (Pedregosa et al. 2011). RankCFS is implemented with Tensorflow (Abadi et al. 2016). For the ranking model in this offline evaluation, we select one of the linear ranking models from Taobao.com and treat it as a black box so that only the inputs and the outputs of the ranking model are utilized during the evaluation. We select the default ExtraTreeRegressor in scikit-learn package as the tree model. The actor and critic are implemented as two deep neural networks (DNNs) with three fully connected layers each. The DNN structure of the actor is \(266 \times 128 \times 128 \times 20\), and that of the critic is \(266 \times 128 \times 128 \times 1\). We adopt ReLU as the activation functions for the hidden layers, and use Adam as the optimizer. The learning rates of actor and critic are set as 0.0001 and 0.001, respectively.

We use a dataset with 100,000 samples.\(^1\) We train the \(l_1\)-based, Tree-based and F-test approaches on 50,000 samples and then test them on the remaining 50,000 samples. It is not necessary to train Norm Elimination method since it only removes those factors whose absolute values of weights are less than a positive constant. For the \(l_1\)-based, Tree-based and F-test methods, feature selection is performed after the training. That is, we use a fixed feature selection policy during the testing stage. Since our method considers the computational costs of factors, the computational cost vector is obtained from the online operational environment of Taobao.com. We compare

---

\(^1\) We train the \(l_1\)-based, Tree-based and F-test approaches on 50,000 samples and then test them on the remaining 50,000 samples. It is not necessary to train Norm Elimination method since it only removes those factors whose absolute values of weights are less than a positive constant. For the \(l_1\)-based, Tree-based and F-test methods, feature selection is performed after the training. That is, we use a fixed feature selection policy during the testing stage. Since our method considers the computational costs of factors, the computational cost vector is obtained from the online operational environment of Taobao.com. We compare
TABLE 1 Offline evaluation comparing different approaches

<table>
<thead>
<tr>
<th>Method</th>
<th>Averaged Pairwise Loss (APL)</th>
<th>Averaged Factor Usage (AFU)</th>
<th>Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Norm Elimination</td>
<td>0.35</td>
<td>7.41</td>
<td>78.84</td>
</tr>
<tr>
<td>$l_1$-based Feature Selection</td>
<td>0.31</td>
<td>8.00</td>
<td>71.16</td>
</tr>
<tr>
<td>F-Test Feature Selection</td>
<td>0.40</td>
<td>11.00</td>
<td>84.63</td>
</tr>
<tr>
<td>Tree-based Feature Selection</td>
<td>0.30</td>
<td>7.00</td>
<td>63.00</td>
</tr>
<tr>
<td>RankCFS</td>
<td><strong>0.21</strong></td>
<td><strong>7.01</strong></td>
<td><strong>51.06</strong></td>
</tr>
</tbody>
</table>

The offline evaluation results show that the proposed RankCFS approach successfully explored the function space and found high quality approximations to the optimal ranking function. We summarized the complete experimental results in Table 1 under different parameter settings, which shows that RankCFS significantly outperforms the other methods in terms of APL and WFU. In terms of AFU, it achieves comparable performance with the Tree-based Feature Selection approach. Based on these considerations, RankCFS was deployed in Taobao.com to replace the previous search algorithm.

IMPACT ON THE TAOBAO PLATFORM

CFS has been deployed on the Taobao platform since January 2017. To demonstrate the payoff generated, we conduct the experiment in the real-world large-scale operational environment of Taobao.com with a standard A/B test setting. The training was conducted with more than $10^9$ training samples on a distributed streaming system in an on-line learning fashion.

In our A/B test, we selected 6% of the users from Taobao.com at random to be served by CFS. We adopt search latency as the evaluation metric. Figure 6 shows the performance of CFS and the previous search method in Taobao under normal usage conditions. It can be observed that CFS reduces the average search latency by approximately 40% compared to the control group.

Alibaba Singles’ Day shopping festival on November 11 of every year is one of the biggest shopping extravaganzas around the world. The level of activities involved can be thought of as similar to Black Friday. In 2017, by the end of, sales hit a new record of US$25.3 billion, more than 40% higher than sales on the same day in 2016. It attracted over hundreds of millions of users from more than 200 different countries. The infrastructure handled 0.325 million orders per second during peak usage conditions. The proposed CFS search approach played a crucial role in this event.

On November 11th, the search traffic burden of the e-commerce search engine abruptly increases by multiple times compared to a regular day. On the one hand, the e-commerce search engine faces the high traffic challenge, which might lead to system degradation. On the other hand, it is still crucial to provide accurate search results.

During this event, the proposed approach was deployed on top of the CLOES approach (Liu et al. 2017) in order to perform optimization at the search engine system level. CLOES enables the system to optimize the number of items...
in the ranking process in a cascading manner. CFS focuses on optimizing the set of selected ranking factors during the ranking process. Thus, both approaches can be applied on the search engine. We use previous the performance under CLOES without CFS as the baseline for comparison in Figure 7, which depicts the average latency change during the course of the experiments under the Single’s Day festival peak usage conditions. It can be observed that CFS reduced search latency by more than 20%.

CONCLUSIONS AND FUTURE WORK

In this paper, we report on our experience deploying contextual factor selection to improve search latency performance of a real-world large-scale e-commerce search system – Taobao.com. We leveraged insight into the different relevance and computational cost of the factors in relation to user-query pairs, and framed the problem as a reinforcement learning problem. We then proposed an efficient approach to select the optimal set of factors to be considered based on the context of each search query in order to enhance efficiency. The algorithm has been deployed in Taobao which is China’s largest e-commerce platform. Actual usage data demonstrate that our method is a practical solution for real-world large-scale e-commerce search systems which significantly outperformed the previous algorithm in the platform.

In future research, we will enhance the optimization approach to incorporate responsible AI practices such as the consideration for fairness (Yu et al. 2018), persuasiveness (Liu et al. 2019) and privacy preservation (Kairouz et al. 2019; Yang et al. 2019) to further enhance user experience.
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