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Introduction
In the Multi-Objective Shortest-Path (MOSP) problem, each
edge in the graph is associated with a d-dimensional vector
of costs (c : E → Rd

≥0). Boldface font is used to represent
d-dimensional vectors. The aim is to find the Pareto-Optimal
Frontier (POF) of paths between sstart and sgoal with the best
trade-offs between the costs, i.e., a set of undominated paths
from sstart to sgoal in which the cost in one dimension can-
not be decreased without increasing the cost in other dimen-
sions. Formally, u dominates v (u ≺ v) if vi ≤ ui, for ev-
ery i ∈ {1, . . . , d} and u ̸= v. Path π dominates path π′ if
c(π) ≺ c(π′) . Different Multi-Objective Search (MOS) al-
gorithms were developed for solving MOSP (Clı́maco and
Pascoal 2012), among which best-first search algorithms
only expand nodes with undominated f-values (Stewart and
White III 1991; Mandow and De La Cruz 2005).

In Single-Objective Search (SOS), where d = 1, Dechter
and Pearl (1985) characterized the set of nodes that any uni-
directional search algorithm must expand to prove the op-
timality of solutions. This theory was extended to bidirec-
tional search algorithms (Eckerle et al. 2017), in which the
search is simultaneously performed from both sstart and sgoal.

In this manuscript, we define for MOS conditions on
which nodes must be expanded to prove the optimality of so-
lutions, which nodes should not be expanded (as they cannot
lead to a solution), and which nodes may be expanded. In ad-
dition, we consider the issue of Ordering Functions, which
are used by best-first MOS algorithms to decide which node
to expand next based on their f-values. We present several
Ordering Functions and compare them experimentally.

Classification of Nodes
We next generalize common knowledge in classical SOS, to
MOS and define different classes of nodes. Fig. 1(Left) il-
lustrates how the f-values are mapped to the different areas.
The axes correspond to two objectives (i.e., d = 2). We as-
sume that admissible h-values are used which estimate the
distance from the current node to the goal along each of the
objective individually.
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Never-Expand Nodes (NENs) are dominated by at least one
path in POF. NENs are located area D including the dashed
lines. Formally, any node n such that ∃π ∈ POF : c(π) ≺
f(n). Analogous to nodes with f(n) > C∗ in SOS.
Maybe-Expand Nodes (MBENs) are nodes n, such that
∃π ∈ POF : f(n) = c(π). All nodes in area C are MBENs.
Analogous to nodes with f(n) = C∗ in SOS. Area C in-
cludes all solutions in the POF.
Must-Expand Nodes (MENs) are all nodes that are not
dominated by any solution in the POF. We divide them into
two groups: Domination Nodes and Verification Nodes, their
union is the set of MENs. Domination Nodes (area A) dom-
inate one solution (or more) from the POF. Formally, node n
belongs to area A iff ∃π ∈ POF : f(n) ≺ c(π). Analogous to
the MENs in SOS where f(n) < C∗. These nodes must be
expanded to find all POF. Verification Nodes (area B) are
undominating and undominated by any path in POF. This is
the only type of nodes that does not have an analogy in SOS.
These nodes have to be expanded to ensure there are no more
solutions in the POF. We note that Mandow and De La Cruz
(2005) provided relevant analysis on MENs when proving
the correctness of the NAMOA∗ algorithm.

Ordering Functions
An Ordering Function O receives two nodes n and m from
OPEN and based on their f-valuesreturns which node should
be expanded before the other, thereby determining the order
of the nodes in OPEN. Many Ordering Functions exist; we
provide some examples in addition to Lex which is com-
monly used in MOS.
Lexicographical Ordering (Lex). Lex chooses the node
that has a lower value in the (lexicographically) first objec-
tive. If there is a tie, it prefers nodes with lower values in the
second objective, and so on. Naturally, the d! permutations
of the objectives resolve in d! Lex orderings.
(Weighted) Average (or sum) Ordering (Avg). For nodes
n and m and a vector of weights w, Avg chooses the node
with min (

∑d
i=1 wi · fi(n) ,

∑d
i=1 wi · fi(m)).

Maximum (Minimum) Ordering (Max, Min resp.). First,
Max (resp. Min) orders the objectives of each node in de-
creasing (resp. increasing) order. Then, compares the or-
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P1 P2 P3
Lex1 17.2 82.8 0.0
Lex2 17.8 82.2 0.0
Avg 47.2 51.3 1.5
Min 27.9 68.6 3.5
Max 43.1 56.9 0.0
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Figure 1: (Left) Areas of nodes in MOS; (Center) %expansions in each phase; (Right) %solutions for %expansions.

dered objectives lexicographically and chooses the lexico-
graphically smaller node.

Expansion Phases of the Search
Regardless of which Ordering Function is used, best-first
search algorithms have to expand all the MENs, some of
the MBENs, and none of the NENs. However, they can find
solutions in a different order. That is, each Ordering Func-
tion finds the solutions in the same order it prioritizes nodes.
Hence, we divide the search into three expansion phases. P1:
Nodes that are expanded before the first solution was found.
P2: Nodes that are expanded after finding the first solution
but before finding the last solution (i.e., before finding the
entire POF). P3: Nodes that are expanded after finding the
last solution. P3 does not exist in Lex (for any Lex Ordering
Function) and Max, because any node that is prioritized after
the last solution cannot be a MEN. Min and Avg might find
all the solutions before finishing the search.

Empirical Evaluation
We evaluated the average percentage of expansions of each
Ordering Function in the different expansion phases defined
above on 200 random instances of the BAY road-map1. For
heuristics, we used the common Point Heuristic which takes
the shortest path of each objective individually. The table in
Fig. 1(Center) presents the results. In P1, as expected, Lex1
and Lex2 have a relatively small percentage. This is because
they find the (lexicographically) first solution with a perfect
heuristic in one dimension. Min finds the first solution after
simulating both Lex functions while only expanding over-
lapping nodes once. So, it expands slightly less than the sum
of the two Lex functions. Finally, Avg and Max expanded al-
most 50% of the nodes before finding the first solution. In
P2, nodes are expanded and new solutions are found. In P3,
the nodes are expanded to prove that there are no more so-
lutions in the POF. Min expanded 3.5% of the nodes in P3,
which means that Min found the entire POF the fastest, as
all Ordering Functions expanded the exact same number of
nodes in each instance.

Fig. 1(Right), presents the percentage of solutions found
from the POF (y-axis) as a function of the percentage of

1http://www.diag.uniroma1.it/ challenge9/download.shtml

expansions that have passed (x-axis) until the search halts
for each Ordering Function (Min, Lex2, Avg, Lex1, Max).
In the figure, closer to the top-left is better because in the
top-left area more solutions are found faster. Also, for each
function, we measured the maximal value (Min(max),
Avg(max), Lex2(max), Lex1(max), Max(max)). Namely,
for each percentage of expansions, we present the highest
value each function achieved. On average, Max and Avg per-
formed worst, then Lex1 and Lex2, and the best performance
was achieved by Min. By observing the maximum values
achieved by each function, we can see a correlation with
the average results. As mentioned, the last node explored
by Lex and Max is a solution. Therefore, these functions did
not reach 100% of the solutions before expanding all 100%
of the nodes. In contrast, we can see that there was a case in
which Avg was able to find all POF after 73% of the expan-
sions and Min was able to find all solutions after only 43%
of the expansions.

To summarize, while Lex reaches the first solution the
fastest, other functions (Avg and Min) are able to find all
POF faster, with fewer node expansions.
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