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Introduction
Angry Birds is a very popular game that requires reasoning
about sequential actions in a continuous world with discrete
exogenous events. Different versions of the game are hard
computationally (Stephenson, Renz, and Ge 2020), and the
reigning world champion is still a human despite a long-
running yearly competition in IJCAI conferences (Renz
et al. 2015). In this work, we present the Hydra, the first
successful game-playing agent for Angry Birds that uses a
domain-independent planner and combinatorial search tech-
niques. Hydra models the game using PDDL+ (Fox and
Long 2006), a rich planning language designed for mixed
discrete/continuous domains. To reason about continuous
aspects of the domain, Hydra employs time discretization
techniques that raise a combinatorial search challenge. To
meet this challenge, we propose domain-specific heuristics
and a novel “preferred states” mechanism similar to the pre-
ferred operators mechanism from classical planning (Richter
and Helmert 2009). We compared Hydra with state-of-the-
art Angry Birds agents (Borovicka, Spetlik, and Rymes
2014; Wang 2017). The results show Hydra can solve a
greater diversity of Angry Birds levels compared to other
agents and highlight its current limitations.

Background
Angry Birds consists of several different levels. Every level
has some allocated numbers of birds that are launched us-
ing a slingshot. The birds are used to kill pigs sitting inside
structures built using platforms and blocks, which may come
in various shapes, sizes, and materials. Pigs are killed by a
direct hit from a bird, or indirectly by falling blocks, ex-
plosions, or falling from a height. Every level consists of
different arrangement of structures and number of pigs that
have to be killed. Some birds have special abilities, activated
by tapping on the screen during flight. We have not mod-
eled them yet in Hydra for simplicity. The aim of the game
is to kill the pigs using the minimum number of birds and
maximize the game score. Figure 1 shows screenshots from
three different levels of the game. Hydra, uses a domain-
independent planning algorithm. Such algorithms require a
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domain, which is a model specifying the dynamics of the en-
vironment. For Angry Birds, the domain needs to model the
flight of the bird, collisions between structures, explosions,
and structure collapse after collisions and explosions. To de-
fine this domain, Hydra uses PDDL+ (Fox and Long 2006),
an extension of the Planning Domain Description Language
(PDDL) (McDermott et al. 1998) that supports numeric flu-
ents and metrics, instantaneous actions, exogenous events
and durative changes called processes.

From Angry Birds to PDDL+
Hydra obtains an Angry Birds level to play from the game’s
API, represented as a list of labeled objects and their lo-
cations. Then, it translates the relevant information into a
PDDL+ domain and problem files. These files are passed to
a domain-independent PDDL+ planner to attempt to gener-
ate a plan that kills at least one pig using one bird. If no plan
is found in 30s, we execute a default non-planning action,
namely a direct shot at a random pig. This continues until
either the level is passed or all birds have been exhausted.
Modeling. We modeled four types of objects, namely birds,
pigs, blocks, and platforms, and defined relevant state vari-
ables for the different properties of each object. For example,
we model for each bird the order in which it will be fired as
well as its type, location, velocity, and mass. Our PDDL+
domain model contains a single action – launching a bird
from the slingshot at a chosen angle at maximum velocity.
Specifically, our model includes an increase angle process
for increasing the launch angle and a release bird action
whose effects assign values to the vertical and horizontal
velocity variables based on the angle. All the post-launch
system dynamics are modeled using a PDDL+ process that
defines the ballistics of the bird’s flying, and PDDL+ events
that define interactions between objects in the environment
such as collisions with blocks, pigs, and platforms. For ex-
ample, our model includes a ground-bounce event defining
what happens when a bird hits the ground. See the full ver-
sion of this paper for a complete discussion of our modeling
choices. An example of the created PDDL+ problem and do-
main is publicly available at https://shorturl.at/wHNQY.
Heuristics. To guide the search, we propose two domain-
specific node evaluation heuristics. The Score heuristic, de-
noted HS , is the score returned by the game-playing agent.
This score is based on how many pigs and blocks are de-
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Figure 1: Screenshot of levels from type 22 (left), 57 (middle), and 55 (right). Type 22 levels can be solved by directly shooting
at the pig, type 55 requires shooting a TNT block, and type 57 requires multiple shots to collapse multiple structures.

stroyed. The Proximity heuristic, denoted HP , is the ex-
pected time of reaching the nearest pig given the current
directed velocity under the simplifying assumption that the
bird will move towards the pig in a straight line. This heuris-
tic is admissible and gives preference to more direct shots.
Helpful States. We developed a helpful states mechanism
for incorporating domain-specific strategies into the search
process. It accepts a definition of what a helpful state is, and
then prioritizes expanding such states by alternating between
two open-lists, one for helpful states and one for all states.
In Hydra, we defined a preferred state as one in which the
active bird is on a trajectory that is expected to hit a pig or a
TNT block. Checking if the active bird is on a trajectory to
hit an object is done in constant time by using ballistics mo-
tion equations. To ensure the planner considers the full range
of possible launch angles, we also mark all states where the
bird has not yet been launched as preferred.

Experimental Results and Outlook
Our benchmark set of problems contains 8 types of sim-
ple levels, which contain a single bird and a relatively
small number of other objects (blocks or platforms), and
one complex level that contains multiple birds and more
than 50 objects. We compared Hydra against a baseline
agent designed by the IJCAI AI Birds competition organiz-
ers (ANU) (Stephenson and Renz 2017), and two former
champions of the competition, namely DataLab (Borovicka,
Spetlik, and Rymes 2014) and Eagle’s Wing (Wang 2017).
We also evaluated different versions of Hydra: breadth-first
search (Hy.,BFS), depth-first search (Hy.,DFS), and greedy-
best first search with the score heuristic (Hy., GBFS(HS)),
proximity heuristic (Hy., GBFS(HP )), and helpful states
(Hy., GBFS(HS)). Every agent attempted to solve 25 ran-

Agent 22 25 36 45 46 53 54 57 55

Hy., 21 21 18 25 18 15 11 25 4
BFS (12) (37) (32) (5) (32) (26) (35) (6) (1.2)
Hy., 21 21 20 25 14 15 14 25 1
GBFS(HS) (12) (35) (33) (5) (31) (29) (35) (7) (2)
Hy., 21 21 24 25 25 25 16 25 4
GBFS(HP ) (10) (21) (18) (2) (16) (15) (24) (2) (1)
Hy., 21 21 25 25 24 25 16 25 9
GBFS(HS) (8) (10) (2) (2) (3) (3) (16) (2) (1)

ANU 18 0 0 16 0 2 0 11 17
Datalab 15 8 0 24 3 0 0 22 16
Eaglewings 2 6 0 23 2 0 1 21 15

Table 1: Levels passed and expanded nodes (in thousands).

domly generated levels of each type. Table 1 shows for each
agent the number of levels passed from each level type in
our benchmark. For Hydra (“Hyd.”), we report in brackets
the average number of nodes expanded, in thousands. The
results show Hydra outperforms the baseline agents in all
simple levels, while the baseline agents outperformed Hydra
in the complex levels. In terms of expanded nodes, the help-
ful states are shown to be extremely effective, expanding in
some cases an order fewer nodes before finding a solution
(e.g., 2,760 nodes vs. 26,340 for BFS in level 53), while the
heuristics are less effective.
Discussion and Future Work. The baseline agents were de-
veloped for human-designed levels, which are solvable by a
small number of fixed strategies focused on destroying com-
plex structures. Thus, they do not perform well in domains
where those strategies are ineffective, such as our simple lev-
els which require high accuracy. Hydra performed poorly in
the complex levels due to the number of objects and cor-
responding grounded events in them, which were as large
as 138 and 13,7772, respectively. This impacts search effi-
ciency: Hydra generated 1,610 nodes per second for type 22
levels but only 36 nodes per second for type 55 levels. Fu-
ture work will focus on search strategies and heuristics that
can handle such large and complex levels.
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