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Abstract

Machine Learning (ML) has made significant progress to
perform different tasks, such as image classification, speech
recognition, and natural language processing, mainly driven
by deep learning. Also, ML algorithms, through learning
policies or heuristics estimates, have demonstrated poten-
tial for solving deterministic problems that would usually
be solved using search techniques. Nevertheless, in solving
a search problem with purely learning techniques, it is not
possible to deliver guarantees regarding the quality of the so-
lution. This research explores how a learned policy or heuris-
tic can be integrated with a bounded-suboptimal search algo-
rithm using Focal Search, sorting the FOCAL list using the
concept of discrepancies to speed up the search. On the ex-
perimental side, we train a simple neural network as a learned
policy and the DeepCubeA as a learned heuristic for the 15-
puzzle domain. The results show that a learned policy or
heuristic can reduce, at least, one order of magnitude, the ex-
pansions than WA* with the same bound and deliver better
solution quality.

Introduction

In recent years, Machine Learning algorithms have demon-
strated potential for solving problems that would nor-
mally be solved using search techniques: for example, TSP
(Vinyals, Fortunato, and Jaitly 2015), Sokoban games (Gro-
shev et al. 2018), Real-Time Search (Muifioz et al. 2018),
Moving blocks puzzles (Graves et al. 2016), Rubix Cubes
(Agostinelli et al. 2019), etc. All these examples use a neu-
ral network configuration specifically designed and trained
to perform a specific task.

Despite the fact that these models may show great perfor-
mance, it is expected that the neural network will make mis-
takes, which may affect solution quality or lead into dead
ends. By and large, exploiting learned (and imperfect) poli-
cies and heuristics to speed up search with a suboptimality
bound is an open question.

In deterministic problems, a typical way to integrate a
learned policy in search is to use the recommended action as
preferred operator (Helmert 2006). Yoon, Fern, and Givan
(2007) proposes to use Limited Discrepancy Search (LDS)
with a learned policy and Orseau et al. (2018) proposes to
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use the policy and the deep of the solution as a score to
choose an action, and delivering guarantees regarding the
number of expanded nodes. However, none of these ap-
proaches deliver suboptimality guarantees and may deliver
low solution quality. On the other hand, a typical way to
integrate a learned heuristic is to use it in a Greedy-BFS or
WA* (Agostinelli et al. 2019) scheme. However, because the
learned heuristic is inadmissible, it is not possible to provide
suboptimality guarantees.

This research proposes to use a learned policy and learned
heuristic in a Focal Search (FS) procedure. We assume that
policies are neural network classifiers that use a softmax ac-
tivation in its output layer and deliver, for every action, the
probability that the resulting state be part of an optimal path.
On the other hand, for learned heuristics, neural networks
deliver an inadmissible cost-to-go estimates.

FS is a well-known bounded-suboptimal algorithm that
uses inadmissible heuristic functions, which may not be
cost-to-go estimates. FS uses two lists: OPEN, which is the
search frontier sorted in ascending order by f = g + h,
and FOCAL, which is sorted arbitrarily. We propose differ-
ent ways to exploit a learned policy or learned heuristic in
the FOCAL list. The method consists of sorting the FOCAL
list by an evaluation function (called hgocar), which de-
pends on the learned policy or heuristic. We present two
methods to define hpocar: score-based, which take advan-
tage of the probability delivered by the neural network; and
discrepancy-based, which use the discrepancy of a path, de-
fined by how many times the path choose the recommended
action (or the action which best cost-to-go).

On the experimental side, we train a simple neural net-
work as a policy to solve 15-puzzle and also use a pre-trained
model of DeepCubeA as learned heuristic. Our results show,
in both schemes, that discrepancy-based FS yields the best
results and outperforms the bounded-suboptimal algorithm
Weighted A* (WA*) (Pohl 1970), both in terms of expan-
sions and solution quality.

Learned Policies and Heuristics in FS
We assume that a learned policy is a function 7 : A, S —
[0, 1] that maps each state-action pair to a probability, and
therefore 7(a, s) is such that ) _ , m(a,s) = 1, for every
state s; and a learned heuristic is a function b : S — R%T,
which maps a state s to a prediction of its cost-to-go.



Now, we define the two families of hrocar,, which are de-
fined in terms of the learned policy or heuristic.

Score-Based hrocar

For a learned policy, given a newly generated state s,
which is about to be inserted into FOCAL, and its path is
given by the parent relation from Sz, to s is o(s)
S1,892,83,...,S, wWhere s = Sgqr¢ and s, = s. Hence,
we define the following secondary heuristic as hrocar:

n—1
hscorefl(s) = - H 7‘-()\(51’7 3i+1)7 Si); (SCOI‘C—])
i=1

Where A : E — A is a labeling function that associates
each arc of the search graph with an action. Use Score-1 to
sort FOCAL results in an algorithm that expands first those
nodes maximizing the likelihood of the path generated by T,
where the negative sign is used because FOCAL is sorted in
ascending order.

An alternative is simply evaluate the last edge of the path
o(s), namely (s,_1,Sn), and consider the likelihood that
the policy generates s,, from its parent, s,,_1. We define the
following secondary heuristic, which can be interpreted as
focusing just on the last arc and not take into account the
likelihood in the path:

hscore—Q(s) = _77()\(571—17 sn); Sn—l), (SCOFC-Z)

Discrepancy-Based hrocar,

For a learned policy, we define the discrepancy of a state as
the number of times along the path o(s) in which the ac-
tion recommended by the policy (i.e. the action with higher
probability) was not taken. Thus, We define hg;s. as:

n—1

D lai # argmax, 4 (m(a, 54))],

i=1

hdisc (5)

(Disc)

haisc(s) is derived by the concept used in the Limited Dis-
crepancy Search algorithm (Harvey and Ginsberg 1995). As
originally conceived, the notion of discrepancy is defined for
a path of states o = s1, ..., s,. To compute ¢’s discrepancy
we initialize our discrepancy counter to zero, iterate an in-
dex ¢ from 2 to n, and increment the counter when there is
a successor of s;_1, different from s;, which has an h-value
lower than h(s;).

For a learned heuristic, we use the original definition of
discrepancy, i.e. we define hg;s as the number of times along
a path o(s) in which the state with best heuristic value was
not taken. Thus, for a learned heuristic, we define hgisc =
Z?:_ll [Si+1 7& argmins’ésucc(s){h(sl)}]’ where [A] =1if
Boolean expression A evaluates to true, and [A] = 0 other-
wise).

Empirical Evaluation
We test our algorithms on the 15-puzzle domain and com-
pare against WA*. For a learned policy, we trained a simple
neural network with 1.5 million examples extracted from 30
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Figure 1: Results in 15-puzzle over the 100 korf’s instances
with a suboptimality bound w = 1.5

thousand optimal traces. The neural network has three hid-
den layers and a 4-dimension output layer with softmax as
activation function, where each one represents an action. For
the learned heuristic, we use the pre-trained model by Deep-
CubeA (Agostinelli et al. 2019). To evaluate the algorithms’
performance, we use Korf’s 100 search tasks (Korf 1985).

Figure 1 shows the results—in terms of expansions—
using the learned policy and the learned heuristic with the
suboptimality bound set to 1.5. Using the learned policy, the
results show that Score-1 and Disc outperform WA* by one
order of magnitude with respect to the number of expan-
sions. Using the learned heuristic, the results shows that use
the learned heuristic to sort the focal fail to solve 16 of the
100 problems (marked with a red square) and Disc outper-
form WA* by almost two order of magnitude with respect to
the number of expansions. Because the learned policy and
the learned heuristic were trained using different techniques,
the results can not compare between them.

Conclusions

This research presented two families of heuristics applicable
to Focal Search when a learned policy or heuristic is avail-
able. These methods allow to exploit the learned policy or
heuristic and provide suboptimality guarantees. The score-
based hrocar seeks to maximize the probabilities provided
by the network, instead discrepancy-based hrocar, maximize
the probability that its path it is a prefix of an optimal path.
The results show that using FS with a learned policy or
heuristic improves the solution quality and provides subop-
timality guarantees.
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