How to Speed-Up the Automated Configuration of Optimization Algorithms

Marcelo de Souza
Santa Catarina State University, Brazil
Federal University of Rio Grande do Sul, Brazil
marcelo.desouza@udesc.br

Abstract
This paper presents a set of capping methods to speed-up the automated configuration of optimization algorithms. These methods use known previous executions to compute a performance envelope, which is used to evaluate new executions and early stop those with unsatisfactory performance. Preliminary experiments on six scenarios show that the capping methods save up to 78% of the configuration effort, while finding configurations of the same quality.

Introduction
The algorithm configuration task is to find one or more parameter configurations that optimize the algorithm’s expected performance on a given set of problem instances. The performance of executing the algorithm on a particular instance is given by a predefined performance metric, which is usually the running time for decision algorithms, or the cost of the best found solution for optimization algorithms.

Automated algorithm configuration techniques (e.g. Hutter et al. (2009); Hutter, Hoos, and Leyton-Brown (2011); Ansótegui, Sellmann, and Tierney (2009)) free researchers from the time-consuming, tedious and often biased task of manually testing several parameter configurations on different instances to find the best ones. A widely used algorithm configurator is irace (López-Ibáñez et al. 2016), which implements an iterated method based on the Friedman-Race. It iteratively samples a set of configurations and evaluates them on a subset of the instances using a racing procedure. During the racing, configurations that perform statistically worse than others are eliminated. The surviving (elite) configurations are used to update the probabilistic models and guide the sampling of new configurations in subsequent iterations.

The automated configuration process is costly, since irace executes many parameter configurations on several instances. Capping methods can be used to reduce the configuration time of decision algorithms (Pérez Cáceres et al. 2017; Hutter et al. 2009). These methods determine a bound on the running time based on the best-performing configuration found so far, and then discard configurations whose execution reaches this running time bound. Unfortunately, these methods cannot be directly applied in the configuration of optimization algorithms. Therefore, we propose a set of capping methods for optimization scenarios, which compute a performance envelope based on previous executions, then use it to evaluate new executions and early stop poor performers. The next sections detail the proposed methods and present experimental results.

Capping Methods
The capping methods behave as follows. An execution is represented by its performance profile, i.e. a function \( P(t) = c \) that gives the cost \( c \) of the best solution found after running the algorithm for a time \( t \) (or any other measure of computational effort). Before starting each execution, the performance profiles of previous executions on the instance at hand are aggregated into the performance envelope. First, we aggregate different replications of a same configuration, and then we aggregate the resulting performance profiles of different configurations into the performance envelope. The proposed capping methods differs from each other by their inner aggregation strategies.

Figure 1 summarizes the idea behind the profile- and area-based performance envelopes. In the profile-based approach, the envelope is a performance profile that determines the maximum allowed solution cost (considering a minimization problem) for each value of time. On the other hand, in the area-based approach the area below the performance pro-
file of each previous execution is computed, and these area values are aggregated into a maximum allowed area \( A_{\text{max}} \) for new executions. Given a set of performance profiles to be aggregated, the capping methods use the following aggregation functions.

**Worst (W).** Selects the worst solution cost for each value of time (profile-based); or selects the worst area value (area-based).

**Best (B).** Analogous to the worst function, selects the best solution cost for each value of time (profile-based) or the best area value (area-based).

The capping methods that use \( W \) and \( B \) aggregation functions filter the previous executions and use only executions of elite configurations, since they are the best configurations found so far and should present good performance. Therefore, they are named elitist capping methods. A second approach is called adaptive capping. It considers all previous executions on the instance at hand, and computes the performance envelope based on an aggressiveness goal parameter \( a_g \). In the beginning of the configuration process, the method’s aggressiveness \( a \) is set to \( a_g \). Before starting each execution, the adaptive capping method computes the exact envelope (performance profile or maximum allowed area) that would cap the \( \left\lfloor (1 - a)k \right\rfloor \) worst executions from all \( k \) previous executions. When an iteration finishes, the value of \( a \) is adapted for the next iteration. If the method capped less than \( a_g - \varepsilon \), \( a \) is increased. If there was more capping than \( a_g + \varepsilon \), \( a \) is decreased. The update procedure determines the value of \( a \) that would be capped the desired amount of executions in the previous iteration.

### Experimental Results

The capping methods are implemented by the capopt package. The source code, instructions of use, examples and additional details can be found in De Souza, Ritt, and López-Liébana (2020). We applied the capping methods in the configuration of the following algorithms: ACOTSP (Dorigo and Stützle 2004), an ant colony optimization framework for the traveling salesperson problem; HEACOL (Galinier and Hao 1999; Lewis 2016), a hybrid evolutionary algorithm for the graph coloring; TSBPP (Lodi, Martello, and Vigo 1999, 2004), a tabu search for the bin packing problem; HHBQP (De Souza and Ritt 2018), a hybrid heuristic for the unconstrained binary quadratic programming; LKH (Lin and Kernighan 1973; Helsgaun 2000, 2009, 2018), the Lin-Kernighan-Helsgaun algorithm for the traveling salesperson problem; and SCIP (Achterberg 2009), an open-source exact solver for mixed integer programming applied for solving the combinatorial auction winner determination problem. We executed irace 20 times for each capping method and computed the mean effort savings in comparison to configuring without capping. We also executed the resulting configurations 5 times to compute the mean relative deviation from the best known solutions (for HHBQP, we computed the mean absolute deviation).

Table 1 shows the relative effort (columns “r. e.”) and the deviation from the best known solutions (columns “r. d.”) for each capping method on each configuration scenario. The method description presents the type of envelope (\( P \) for profile-based and \( A \) for area-based), followed by the elitist (\( E \)) or adaptive (\( D \)) strategies. For elitist methods, it also shows the aggregation functions (\( W \) or \( B \)). The first one is the function used for aggregating replications of the same configuration, and the second one is the function used for aggregating executions of different configurations. For the adaptive methods, it also shows the aggressiveness goal (in this case, we tested the adaptive methods with \( a_g = 0.4 \) and \( \varepsilon = 0.05 \) only). The three best values are presented in bold.
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