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Abstract

Despite seminal advances in reinforcement learning in recent
years, many domains where the rewards are sparse, e.g. given
only at task completion, remain quite challenging. In such
cases, it can be beneficial to tackle the task both from its
beginning and end, and make the two ends meet. Existing ap-
proaches that do so, however, are not effective in the common
scenario where the strategy needed near the end goal is very
different from the one that is effective earlier on.

In this work we propose a novel RL approach for such settings.
In short, we first train a backward-looking agent with a simple
relaxed goal, and then augment the state representation of the
forward-looking agent with straightforward hint features. This
allows the learned forward agent to leverage information from
backward plans, without mimicking their policy.

We demonstrate the efficacy of our approach on the challeng-
ing game of Sokoban, where we substantially surpass learned
solvers that generalize across levels, and are competitive with
SOTA performance of the best highly-crafted systems. Impres-
sively, we achieve these results while learning from a small
number of practice levels and using simple RL techniques.

Introduction

Many RL domains are challenging because the rewards are
sparse, e.g., given only at task completion. Intuitively, the
only thing we can leverage in such scenarios is the fact that
the target goal is known and that we can somehow backtrack
from this goal in order to assist the learning of the forward
looking agent. Building on this intuition, two recent works
use data augmentation or imitation, with the inherent assump-
tion that the agent’s behavior or policy near the goal is similar
to the one at the beginning of the task (Edwards, Downs, and
Davidson 2018; Goyal et al. 2019). In reverse curriculum
learning (Florensa et al. 2017), we implicitly assume that
the policy near the goal can be slowly transformed into the
policy of the original problem. Such assumptions do not hold
in general and the effective policy near the goal state can be
quite different from the one that is beneficial earlier on.

We suggest a straightforward approach to cope with the
above scenario. Instead of trying to imitate the policy of an
agent that starts at the goal state and faces backwards, we use
simple hint features of trajectories of that agent to augment
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Figure 1: Sokoban level LOMAO04-04. The strategy near the
goal, pushing boxes towards targets and blocking pathways,
is different from the strategy required at the beginning.

the state representation when learning the forward looking
agent. For example, a hint-feature can be the distance to the
backward plan. If this feature is minimized to zero then a
solution has been found. Thus, this feature can serve as a
useful signal for the forward facing agent.

There are two important benefits to using these informed
features instead of the backward policy itself. First, instead of
imitating a specific (possibly sub-optimal) policy, we allow
the forward procedure to "discover" advantageous properties
of the backward experiences via the learned value function.
Second, this decoupling of the forward and backward policies
allows us to learn a backward-facing agent even in difficult
settings, by using a relaxed backwards goal.

We apply our approach to the challenging puzzle game of
Sokoban, where a player needs to push boxes into storage
positions (see Figure 1). Solution paths in Sokoban are much
longer than in Chess or Go, the agent faces the danger of
irreversible moves, and the number of relevant training levels
is limited. As a consequence, Sokoban remains a game where
human performance far surpasses that of automated solvers.

Quite remarkably, using a small training set of just 155
beginner levels and simple RL and search algorithms, we
are able to achieve state of the art results and solve 88 of
the 90 benchmark XSokoban (Myers 1995) levels. To put
this in perspective, without relying on the backward agent
we solve only 60 levels, similarly to previously published
works (Junghanns and Schaeffer 2001; Demaret, Van Lishout,
and Gribomont 2008). In fact, using our approach we do not
only dramatically surpass other ML-based attempts, but also
improve the results of non-academic highly crafted systems.



Look Back Before Forward RL

As discussed, instead of mimicking the trajectories of a back-
ward agent, we build simple hint features extracted from
backward trajectories, and use these to augment the state
representation of the forward agent. We now briefly describe
these different components. For a more detailed exposition,
see the full version of the paper in (Shoham and Elidan 2021).

The Backward Agent and Backward Trajectories

The backward model is learned by starting the agent in the
goal position(s) where rewards are received. The first step is
thus to design a reversed task via the construction of reversed
rewards. Importantly, since we do not plan to imitate the
policy of the backward agent, the reverse task is decoupled
from the forward one and we can use a relaxed objective.
This can be crucial in domains where the original reverse task
is as difficult as the forward one.

As an example, in the case of Sokoban, the forward objec-
tive is to push boxes to target squares and the (hard) reverse
task to to bring the boxes back to their original positions. A
much simpler goal is defined by giving the backward agent
a single reward for simply pulling all boxes away from their
target locations, but not necessarily to their initial squares.

The learned backward value function Vg can now be used
both at forward-learning and at inference time to generate
a backward trajectory T': for a particular (train or test) in-
stance the agent is initialized at goal state(s), and a planning
algorithm is used to find 7' that maximizes Vp.

The Forward Agent and Hint-Features

To learn a forward-facing value function Vg, we use any
standard RL algorithm with the original rewards and original
starting position. The key difference is that we augment the
state-space of the agent with hint features that are computed
based on the current state s and the instance specific back-
ward trajectory 7. Intuitively, such features are informed (by
the backward agent) hints that can point the forward agent in
the right direction, both at learning and inference time. The
forward learning procedure assigns the appropriate weights
to these features, in the context of the original forward task.
Importantly, as we shall see below, extremely simplistic hint
features that involve minimal domain understanding can lead
to substantial performance improvements.

Application to Sokoban

To apply our approach to the the game of Sokoban, we use
linear approximation for both Vg and Vr with the following
base features: : Targets (number of boxes already on target),
Distance (between the boxes and the nearest target) and Con-
nectivity (the number of distinct regions on the board).

Given the trajectory of the backward agent, we augment the
base features set with two additional hint features: Overlap
(distance of the state to the closest backward state) and Perm
(packed boxes according to the order implied by the backward
trajectory). The planning algorithm for maximizing Vp and
Vr is a search tree with an e-greedy traversal from the root.
During the learning phase, expanding a leaf updates the value
function using standard 7'D(0).
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Figure 2: Summary performance on the 90 XSokoban test
levels. The graph shows the number of solved levels as a
function of the search tree size at inference time.

Experimental Evaluation

We train both the forward and backward agents using only
the 155 Microban levels (Skinner 2000) which have been
developed as "a good set for beginners and children".

We evaluate performance on the standard 90 XSokoban
levels (Myers 1995). Each test level is processed at inference
time as follows. We first let the backward agent tackle it,
starting from the goal state. We then use the trajectory of that
agent to compute hint features, and then apply the forward
facing agent with these features.

We compare our solver to a baseline trained in an identical
manner but without the hint features that are generated by
the backward agent. We also compare to a baseline based
on reverse curriculum learning (Florensa et al. 2017) by aug-
menting the training data with easier instances.

The results are summarized in Figure 2. Using our look
backward before forward approach (solid black line), we
solve 88 of the 90 XSokoban levels. This surpasses the highly
crafted solvers Sokolution (Diedler 2017), Takaken (Taka-
hashi 2008) and YASS (Damgaard 2000), and is second only
to the Festival solver (Shoham and Schaeffer 2020).

The added value of the hint features is obvious and without
them we are only able to solve 60 levels. Further, augmenting
the experiences of the forward solver with near-goal trajec-
tories leads only to a minor improvement. This emphasizes
the importance of deriving features from the backward agent
rather than trying to mimic it.

Summary

We presented a novel RL approach for sparse-reward sce-
narios where the effective policy near the goal state is quite
different from the policy that is beneficial earlier on. Our
approach relies on the idea of using hint features constructed
from backward trajectories to help guide the forward facing
agent, both at training and inference time.

Using this forward-backward RL approach, we were able
to achieve SOTA results on the challenging game of Sokoban,
while training only on a small set of practice levels, with a
naive linear function approximation for the value function,
and using straightforward RL and search techniques.
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