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Abstract

The task in multi-agent path finding (MAPF) is to find non-
conflicting paths connecting agents’ start and goal positions.
The MAPF problem is often compiled to Boolean satisfia-
bility (SAT) and solved by existing SAT solvers. Contem-
porary compilation approaches of MAPF to SAT regard the
SAT solver as an external tool whose task is to return an as-
signment of all decision variables of a Boolean model of the
input MAPF instance. We present in this paper a novel compi-
lation scheme called DPLL(MAPF) in which the consistency
checking of partial assignments of decision variables with re-
spect to the MAPF rules is integrated directly into the SAT
solver. This scheme allows for far more automated compila-
tion where the SAT solver and the consistency checking pro-
cedure work together simultaneously to create the Boolean
model and to search for its satisfying assignment.

Introduction

In this paper, we focus on improving lazy encoding schemes
for solving the multi-agent path finding problem (MAPF)
by compilation to Boolean satisfiability (SAT) (Biere et al.
2009). MAPF is a planning task defined on an undirected
graph G = (V, E) in which the task is to navigate agents
across edges from their start vertices to individual goal ver-
tices in a collision free way (Silver 2005; Ryan 2008; Sharon
et al. 2015; Li et al. 2020). Both optimal and sub-optimal
(de Wilde, ter Mors, and Witteveen 2013) MAPF solvers for
various cumulative objectives such as makespan (Surynek
2012) or sum-of-costs (Sharon et al. 2013) exist.

Contemporary state-of-the-art sum-of-costs optimal SAT-
based solver for MAPF, SMT-CBS (Surynek 2019), uses the
SAT solver as a black box. The SAT solver is given a for-
mula encoding the MAPF instance and is asked to provide
a complete assignment of all Boolean variables. We suggest
here an extension that allows the SAT solver to interact more
intensively with the MAPF encoding part.

DPLL(T) (Nieuwenhuis, Oliveras, and Tinelli 2006; Katz
et al. 2016) is a framework for integrating the SAT solver
with a decision procedure for the conjunctive fragment of
some complex theory T from which we inspired ourselves.
The two components of DPLL(T") together form a decision
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Figure 1: Scheme of DPLL(MAPF) consisting of SMT-
CBS scheme and consistency checking (marked red) against
MAPF rules.
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procedure for general problems in theory 7'. Our contribu-
tion is adaptation of the idea of DPLL(T") for MAPF. We
present DPLL(MAPF), that is DPLL(7") where theory 7' is
substituted by a theory defining MAPF movement rules.

Lazy Encoding: SMT-CBS

SMT-CBS is an optimal SAT-based solver employing the
idea of encoding MAPF as a Boolean formula lazily. The
lazy encoding is formalized through the concept of incom-
plete Boolean model defined as follows.

Definition 1 (incomplete model). Propositional formula
H(€) is an incomplete Boolean model of MAPF . iff H(&)
is satisfiable <= X has a solution of sum-of-costs &.

In an incomplete Boolean model H (&) we do not spec-
ify all constraints defining the movement rules of MAPF.



| \ UNI 10 \ EXP2 \ UNI 5 \ UNI 3 \EXP 1.6 \ EXP 1.4]

Empty 16x16 -0.21 -0.29 -0.30 -0.23 -0.18 -0.23

Empty 32x32 20.63 -9.05 -2.34 -1.71 -10.13 -11.12

Maze 32x32 194.82 28.32 48.58 16.21 8.81 4.72

Warehouse 100x63 -13.57 17.66 -23.44 4.53 -17.99 -16.92
Sum 201.67 36.64 22.51 18.81 -19.49 -23.56

Percentage -32.09% | -791% | -5.01% | -4.22% | 4.79% 5.84%

Table 1. Sums of TIMEpprrvapry — TIMEsyr-cps in seconds and percentage improvement counted as

(TIME pprr(mapry/ TIME syr— cps) — 1. Columns are sorted by row Sum. Negative numbers are highlighted.

Specifically in SMT-CBS, see figure 1, we are initially cre-
ating an incomplete model by omitting collision avoidance
constraints while constraints that ensure that agents move
across edges, do not skip, disappear etc. are always included
in the model. Hence, the answer from the SAT solver needs
to be checked for collisions. If this consistency check is suc-
cessfully passed, we can return the valid MAPF solution
otherwise the incomplete model needs to be refined with
constrains eliminating detected collisions. For the details
of encoding in term of decision variables and clauses see
(Surynek et al. 2016).

SAT Solver + MAPF = DPLL(MAPF)

The drawback of SMT-CBS is that it needs to wait for the
SAT solver to produce assignment of all decision variables
of the model even if the assignment eventually causes a
collision. The SAT solving phase is due to its exponential-
time search the most expensive part of MAPF compilation-
based solving process. Hence it could be helpful to detect
the MAPF rule violations in the early stages of SAT solving.

We suggest to check the MAPF rules that are not encoded
directly into formula # (&) not only after obtaining the com-
plete assignment but also during the SAT solving process
where only partial assignments are available. This improve-
ment of SMT-CBS is captured in Figure 1 as the red ele-
ments.

The core idea consists in adding the MAPF consistency
rule check of partial assignment of incomplete models. In
contrast to SMT-CBS, the SAT solver can no longer be a
separate procedure in DPLL(MAPF) scheme but rather the
MAPF specific reasoning part and the SAT solver are in-
tegrated into a single solver. The MAPF rule consistency
check is integrated directly into the conflict analysis within
the backtracking mechanism of the standard CDCL SAT
solver (Silva and Sakallah 1996).

Proposition 1 DPLL(MAPF) is a sound sum-of-costs opti-
mal MAPF algorithm.

Experimental Evaluation

We implemented DPLL(MAPF)! in C++ via integrating
the MAPF consistency check directly into the Glucose 4
SAT solver (Audemard and Simon 2018) which effectively
changed the SAT solver into a MAPF solver.

! Available on https://github.com/CapekM/DPLL_MAPF.
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The MAPF rule consistency check turned out to be rela-
tively expensive computation so it seems we cannot afford to
perform it after every Boolean variable assignment. Hence,
in our evaluation, we check the MAPF rule consistency in
regular intervals using two strategies:

Uniform N - check consistency after each (#V)/N
Boolean variables are assigned.

Exponential NV - check consistency after each 100 * N®
Boolean variables are assigned, where N is our parameter
and x is a number that starts at 0 and increment after each
check. The number 100 was chosen by simple experiment.

We compared DPLL(MAPF) with SMT-CBS which has
been reimplemented in C++ so it shares the code with the
DPLL(MAPF) implementation 2.

The maps were taken from movingai . com (Sturtevant
2012). On each map, we generated 2..30 agents and each
instance was run 10x with different random initial and goal
positions of agents. From these 10 runs were averaged (Only
Warehouse map was shorten, and instances at maximum 16
agents) and are shown in Table 1.

Although DPLL(MAPF) is not a clear winner over SM'T-
CBS, it demonstrated its potential as often the runtime is
significantly reduced in comparison with SMT-CBS.

Conclusion

We suggested a new innovative step in the SAT-based solv-
ing of the multi-agent path finding problem (MAPF) in
which the SAT solver and the MAPF reasoning part are
closely integrated. The collision resolution in solutions ob-
tained from partial assignments of incomplete Boolean mod-
els is integrated directly in the SAT solver’s search loop
which effectively turns the SAT solver into a MAPF solver.
‘We demonstrated in our evaluation that DPLL(MAPF) has a
potential to outperform previous SAT-based MAPF solvers.
The impact of DPLL(MAPF) is reaching further as we can
use the same framework for implementing DPLL(MAPFR),
that is a SAT-based solver for the continuous variant of
MAPF (Andreychuk et al. 2019). Even DPLL(classical plan-
ning) seems to be possible and could represent a contribution
to SAT-based classical planners (Ghallab, Nau, and Traverso
2004; Froleyks, Balyo, and Schreiber 2019).
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