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Finding optimal solutions to search problems is often not
practical due to run-time constraints. This has led to the de-
velopment of algorithms that sacrifice solution quality in
favour of a faster search. The solution quality of a subop-
timal solution is often measured by the ratio C

C∗ , where C is
the cost of the solution found and C∗ is the cost of the opti-
mal solution. Some search algorithms allow a user to define
an acceptable level of solution suboptimality that any solu-
tion returned must adhere to. Such algorithms are referred to
as bounded suboptimal algorithms. For example, Weighted
A* (WA*) (Pohl 1970) guarantees that the ratio C

C∗ of any
solution found is at most (1 + ε), where ε is the acceptable
level of suboptimality defined by the user.

General Bounding
While most current bounded suboptimal algorithms measure
suboptimality as the ratio C

C∗ , this is not the only possible
way to measure it. For example, a natural alternative is to
require that any solution found is no larger than C∗ + γ for
some constant γ ≥ 0. This paradigm, which we will refer to
as additive bounding, corresponds to the use of C −C∗ as a
suboptimality measure. Other possible bounding paradigms
include requiring that C ≤ (C∗)p for some p ≥ 1, or requir-
ing that C ≤ aC

∗
for some a > 1. These correspond to the

suboptimality measures of logC∗ C andC1/C∗
, respectively.

The notion of a bounding paradigm can be generalized
through the use of a bounding function, defined as follows:
Definition 1 An algorithm A is said to satisfy a given func-
tion B : R→ R where B(x) ≥ x for all x, if the cost of any
solution found by A is bounded by B(C∗). The function B
is referred to as the bounding function of A.
For example, the bounding function satisfied by Weighted
A* is Bε(x) = (1 + ε) · x and the bounding function for
additive bounded algorithms is Bγ(x) = x+ γ.

In this paper, we present several methods for constructing
bounded suboptimal search algorithms for a given bound-
ing function. We will first consider doing so in the best-first
search and iterative deepening search frameworks. These ap-
proaches use an evaluation function to guide their search,
and the following theorem identifies how to select one so as
to satisfy a given bounding function:
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Theorem 1 For a given bounding function B, if there ex-
ists an evaluation function F such that F (n) ≤ B(g(n) +
h∗(n)) for any node n, then a best-first or iterative deepen-
ing search that is guided by F will satisfy B.

Note, all proofs are omitted due to space constraints.
This theorem offers a sufficient condition on the evalua-

tion function used in a best-first or iterative deepening search
so as to satisfy a given bounding function. Of particular note,
if a bounding function B is such that B(x+ y) ≥ x+B(y)
for all x and y, then the theorem identifies a way in which
we can immediately construct algorithms that satisfy B. To
do so, simply use the evaluation function FB(n) = g(n) +
B(h(n)) to guide a best-first or iterative deepening search.
This is the approach taken by WA*, for example.

A similar theorem can be proven for focal list-based
search algorithms (denoted as focal algorithms) like A∗ε
(Pearl and Kim 1982) or EES (Thayer and Ruml 2011). In
every iteration of a focal algorithm, a subset of nodes from
the open list (OPEN), called the focal list (FOCAL), are se-
lected as candidates for expansion. A given policy is then
used to select a node from the focal list to be expanded next.
In ε-admissible focal algorithms, FOCAL contains any node
n for which f(n) ≤ (1 + ε) · f(nbest), where f = g + h,
h is admissible, and nbest is the node on OPEN with the
lowest value of f . By changing the way that FOCAL is de-
fined, these algorithms can be set to satisfy a given strictly
increasing bounding function as follows:

Theorem 2 For a given strictly increasing bounding func-
tion B, if a focal algorithm defines its focal list to include
any node n such that f(n) ≤ B(f(nbest)), then this focal
algorithm will satisfy B, regardless of the policy used to se-
lect nodes from the focal list.

Alternative evaluation functions and FOCAL definitions
have previously been considered by Dechter and Pearl
(1985), as well as by Farreny (Farreny 1999). These works
focus on determining suboptimality bounds for a given eval-
uation function or FOCAL definition. While those works
can be used to determine the suboptimality level achiev-
able with a given evaluation function or FOCAL definition,
they did not aim to develop algorithms for a given bounding
paradigm, which is the goal of this research.
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Figure 1: Iterative Deepening on the 24-puzzle.

Additive Bounding
Next, we use the theorems above to construct search algo-
rithms with an additive bound. Following Theorem 1, one
might propose the use of the evaluation function F (n) =
g(n) + h∗(n) + γ. However, it is easy to see that a best-first
search guided by this function will behave exactly like A*.
This means that there will be no speedup over A* when us-
ing this evaluation function, thus defying the reason for even
allowing for suboptimal solutions in the first place.

Instead, we propose the following function which can be
used to speed up search and still satisfy an additive bound:

Fγ(n) = g(n) + h(n) + γ ·min(h(n)/h(ni), 1)

where ni is the initial node and h is an admissible heuris-
tic function. As Fγ(n) ≤ g(n) + h∗(n) + γ clearly holds,
searching with this function will satisfy the additive bound-
ing function Bγ(x) = x+ γ by Theorem 1.

If we also have an inadmissible heuristic hi in addition to
the admissible h, then the following evaluation function will
also satisfy the additive bounding function by Theorem 1:

F ′γ(n) = g(n) + min(hi(n), h(n) + γ)

This evaluation function is notable as it allows us to search
with guidance from an inadmissible heuristic while still sat-
isfying an additive bound, which would not be possible if
the inadmissible heuristic were used alone.

Experimental Evaluation
To demonstrate the effectiveness of these evaluation func-
tions, we ran experiments with an iterative deepening search
on 50 24-puzzle problems. Results are shown in Figure 1.
The x-axis shows the additive bound used (γ) and the y-axis
shows the average number of nodes generated to solve the
instances (in log scale). The admissible heuristic used was
the state-of-the-art 6-6-6-6 PDB (Korf and Felner 2002),
while the inadmissible heuristic used was the bootstrapping
heuristic developed by Jabbari Arfaee et. al. (2011).

The figure shows that using Fγ can effectively sacrifice
guaranteed solution quality for improved search speed in a
similar manner as does WA*. Additionally, FBST (which
corresponds to F ′γ when using the bootstrapping heuristic)
is also shown to outperform Fγ until γ ≥ 50. As hi(n) ≤
h(n)+50 for all n, any search guided by FBST with γ ≥ 50
will be equivalent to a search guided by F = g + hi. This

Figure 2: Focal Algorithms on the Inverse 15-puzzle.

is unlike a search guided by Fγ which will become increas-
ingly greedy even as γ increases beyond 50.

When all actions are not of equal cost, BFS and iterative
techniques are generally less effective than the focal-based
approaches, which can more easily employ distance-to-go
heuristics (Thayer and Ruml 2011). Fortunately, Theorem 2
describes a simple way to adapt these ε-admissible focal al-
gorithms to satisfy an additive bound.

These new additive algorithms, along with a best-first
search guided by Fγ , were tested on 100 instances of the
inverse 15-puzzle problems (Thayer and Ruml 2011). The
results of this experiment are shown in Figure 2. The admis-
sible heuristic used is the cost-based Manhattan distance,
while the Manhattan distance ignoring action costs is used
for the distance-to-go heuristic.

As seen in the figure, the focal algorithms both effectively
sacrifice guaranteed solution quality for improved search
time. They are also significantly outperforming the best-first
search guided by Fγ , which is much less effective in this
domain than in unit-cost domains. This is consistent with
the behaviour seen when comparing WA* to the standard
ε-admissible versions of A∗ε and EES.
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