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Abstract

We provide a German corpus consisting of 7,061 posts authored by users of social media platforms. A group of volunteers annotated each post according to hatespeech and misogynistic/misogynous hatespeech in a binary fashion. The interrater reliability over all annotators according to Fleiss’ Kappa is 0.6409 for hatespeech and 0.8258 for misogynistic hatespeech. Furthermore, baseline measurements with machine learning based text classification with BERT are presented. Initial experiments with the corpus achieve macro average $F_1$-scores up to 0.79 for hatespeech and 0.75 for misogynistic hatespeech. The dataset of the corpus on German Misogynistic Hatespeech Posts (GMHP7k) is publicly available.

Introduction

User interactions are an integral part of the internet. Whether on social media, discussion platforms, or comment sections, the quantity of postings is immense. It is evident that not all of these posts are positive; some contain offensive and, at times, dehumanizing content. One prevalent form of this hatred is directed towards women (Ging and Siapera 2018). However, identifying and removing such texts requires a significant investment of human resources. Hence, there is a concerted effort to automate the hatespeech detection process as much as possible, using machine learning methods.

In order to train a system to identify hatespeech, texts annotated as either hatespeech or not hatespeech are required. There exist numerous corpora containing posts from various sources that have been annotated for aspects such as sentiment in comments (Cieliebak et al. 2017; Narr, Hülfenhaus, and Albayrak 2012) or indications of hatespeech (Waseem 2016). However, to the best of our knowledge, there is no publicly available corpus of texts in the German language annotated specifically for misogynistic hatespeech, which often includes subtly disguised hostility towards women.

We have created a new corpus called German Misogynistic Hatespeech Posts (GMHP7k) of 7,061 comments, specialized in the detection and differentiation of general hatespeech and the specific case of misogynistic hatespeech. The posts originate from social media platforms and are written in German. The annotation process was conducted by a group of six volunteers who assessed posts for both hatespeech in general and misogynistic hatespeech.

The GMHP7k dataset facilitates the training of a classifier for detecting (misogynistic) hatespeech in new texts. Our goal is to develop a framework for the detection of (misogynistic) hatespeech in user posts on online platforms. We believe that the corpus can also prove valuable for other applications in the field of natural language processing (NLP) and classification. For this reason, we have made the dataset of the corpus publicly available to the scientific community.

In this paper, we make the following contributions:

- We put our research into the context of related work in Section Related Work.
- We propose a methodology to annotate short texts in Section Dataset and describe the actual annotation process in Section Details.
- We provide a first baseline classification of the texts by (misogynistic) hatespeech using a fine-tuned BERT model in Section Experiments and discuss the results in Section Discussion.
- We make the annotated corpus publicly available for research purpose in Section How to Use the Corpus.

Related Work

In the detection of hatespeech, the creation of corpora is and has been a crucial task. The corpora with hatespeech data are used as data for training and evaluation of machine learning models for the detection of hatespeech, but can also serve as an evaluation base line for the comparison with other works. Hence, there exist a number of related works in the domain of hatespeech classification that contain data from different sources (e.g. social media) and in different languages. In this section we focus on datasets that are related to either of the two main aspects of our dataset, namely hateful texts in German language and misogyny. To avoid bias in the model, the dataset should cover a diverse range of subject areas, ensuring that there are enough positive examples for the different categories. Additionally, the team’s available capacities must be taken into account when creating a new dataset, particularly concerning the manual annotation of the corpus.

Vidgen and Derczynski (2020) analyzed a total of 63 hatespeech datasets and provide the website hatespeechdata.com
that contains an overview of the datasets in several languages. They found that 25 datasets contain texts in English while only four in German. On average, the datasets contained about 8,000 texts, with approximately 36.7% abusive texts on average.

As there are only limited datasets in German, we draw the inspiration for our research work and our methodology from the One Million Post Corpus (Schabus, Skowron, and Trapp 2017). This corpus is a collection of one million comments from an Austrian online newspaper site, of which 11,773 were classified in seven categories.

Roß et al. (2016) presented a dataset consisting of 469 anti-refugee hate posts in German from the European refugee crisis on Twitter. Bretschneider and Peters (2017) contributed about 6,000 German Facebook posts with anti-foreigner statements annotated on strength and target of the statement and about 11% of abusive posts. A dataset for the GermEval 2018 task on identifying offensive statements was provided by Wiegand, Siegel, and Ruppenhofer (2019). This dataset consists of 8,500 posts from Twitter in German, which have been annotated on the occurrence (binary) and strength of offensive statements. Approximately 34% of the texts in the dataset are classified as abusive. Mandl et al. (2019) supplied a dataset on hatespeech and offensive content identification with about 4,500 German posts from Twitter and Facebook annotated on availability and strength of hatespeech or offensive statements with about 24% of abusive posts. Assenmacher et al. (2021) provided a dataset with 85,000 posts in German from the German newspaper Rheinische Post, that were annotated on availability and type of offensive language, with a quote of 8.4% abusive posts. The annotated categories also include sexism as specific type, which however, is not restricted to misogynistic posts. Demus et al. (2022) contributed a dataset consisting of 10,000 posts in German from Twitter on offensive language, that were annotated on hatespeech, sentiment and several other categories, with a quote of about 10.85% abusive posts.

To the best of our knowledge there exists no corpus with posts related to the detection of misogyny in German language. However, there have been previous works on such corpora in other languages like English, Spanish and Italian (Shushkevich and Cardiff 2019). Fersini, Rosso, and Anzovino (2018) describe a task on the identification of misogyny from 8,115 tweets with 4,138 in Spanish and 3,977 in English annotated on the type (five categories) and the target (active or passive) of misogynistic behavior, with a quote of about 48.24% abusive posts. A second similar task of Fersini, Nozza, and Rosso (2018) targets the identification of misogyny from 10,000 tweets with 5,000 each in Italian and in English annotated on the type (five categories) and the target (active or passive) of misogynistic behavior, with a quote of about 45.85% abusive posts. Another corpus on abusive language also targeting sexism but not specifically misogyny is the one of Waseem (2016) that contains 6,909 posts from Twitter in English, that were annotated by amateurs and experts with the labels racist, sexist, both or neither.

Dataset

The corpus presented in this work consists of 7,061 user posts. The posts come from two social media platforms, namely Facebook and X (formerly Twitter), and are written in German. The focus of the corpus is on the texts that were left as comments by users as reaction on posts published by politicians and other public figures. Each comment has an ID, the text and a publication time.

The posts were annotated by a group of six volunteers who rated posts as either hatespeech or not hatespeech and, in the case of hatespeech, whether it could be categorized as misogynistic hatespeech or not misogynistic hatespeech. All of the data mentioned above are part of the corpus that we make available to the scientific community.

In the following sections we describe the procedure for the creation of the corpus. First, we give an overview of the annotation process, which is divided into several phases (Section Annotation Process). We then describe the classes and guidelines used in the annotation process (Section Classes to Annotate) before we give the details of the data collection carried out (Section Data Collection). Finally, in Section Inter-rater Reliability, we discuss the calculation of the inter-rater reliability, which measures the consistency of the volunteers in the annotation of posts.

Annotation Process

The annotation process consists of three consecutive phases. During Phase 1, the volunteers were prepared to create a common understanding of the annotation process. The volunteers reviewed several posts and familiarized themselves with the classes that had to be annotated. Subsequently, the goal of Phase 2 was to ensure that the volunteers actually annotate according to the same rules. For this purpose, the agreement of the volunteers in the annotation was determined by calculating an inter-rater reliability. Phases 1 and 2 thus represented two training phases, hence their results were discarded, but retained in the dataset for documentation purposes. Based on the jointly agreed set of guidelines, further posts were annotated in Phase 3. Each of these posts was annotated by only one person and represent the productive part of the corpus. The annotation process presented in this paper has proven reliable for the annotation of social media posts in an earlier work (Keller et al. 2019), which served as a basis for a system that assists users in creating successful posts (Keller et al. 2018; Keller, Döschl, and Mandl 2023).

Classes to Annotate

During annotation, volunteers rated two aspects of a post: the presence of hatespeech and misogynistic hatespeech. The availability of hatespeech depends on perception of the comment text by the annotators and can be rated as hatespeech or not hatespeech. The misogynistic hatespeech, on the other hand, can be either misogynistic hatespeech or not misogynistic hatespeech.

Based on various definitions (Meta 2024; Sponholz 2018; ECRI 2016), in this work, misogynistic hatespeech is regarded as a subset of hatespeech. Misogynistic hatespeech
can be characterized as written content that threatens violence or trivializes it, insults or defames, negatively stereotypes, demeans, or objectifies and dehumanizes women on the basis of their gender (see Fig. 1). Although misogynistic hatespeech is often reduced to sexism in the public perception, according to this definition it includes threats of any kind against women. This encompasses both threats of physical violence (e.g., "Wenn ich dich sehe, werde ich dich fertig machen"/"If I see you, I will hurt you") and psychological violence such as harassment through stalking or surveillance (cyberstalking). Insulting individuals with swear words and scatological terms also constitutes hatespeech. The evolution of language on the internet continually produces covert euphemisms and code words serving as insults. Sexist insults or comments about appearance objectify women (e.g., "Du siehst zwar ganz niedlich aus, aber deine politische Einstellung ist Nonsens"/"You might look cute, but your political stance is nonsense"). Employing negative stereotypes or suggesting that women deserve a particular social role (e.g., "Frauen haben in der Politik nichts zu suchen"/"Women do not belong in politics") also forms part of misogynistic hatespeech.

As previously established, hatespeech is multifaceted and often not unequivocally identifiable (Vidgen and Derczynski 2020). This became apparent in Phases 1 and 2 of the annotation process when tweets were discussed collectively. As a result, the annotators expanded and refined the definition of (misogynistic) hatespeech with the following guidelines:

- **Irony**: Ironic statements, frequently used as a rhetorical device, implies that the author of the text means the opposite of what is actually written. It is often employed to implicitly express a negative judgement or criticism. Hence, for this corpus, an ironic text could be construed as hatespeech/misogynistic hatespeech, even if the author had different intentions.

- **Vulgar terms**: Vulgar language refers to coarse and offensive language. Some words have become part of the regular vernacular and are used for swearing or in conversation among friends. Yet, when offensive content is directed at a person, it is considered an insult and is marked as hatespeech. This means that vulgar language is not automatically classified as hatespeech in the annotation, but that the conventional use of the term in the German language is taken into account. Hate comments in the form of quotes and song lyrics present a special case. It is assumed that the post author agrees with the content of the lyrics and thus shares it.

- **Context**: Judging tweets and comments can be challenging without additional context, as they often reference other tweets, hashtags, or media. Phrases like "Frauen wissen das aber nicht"/"Women are unaware of this" might not constitute hatespeech depending on the discussion context. Consider a discussion centered on the experience of being a man, where this sentence could be deemed non-malicious. Conversely, it is conceivable that the author may be implying criticism towards women or harboring misogynistic intentions. Nevertheless, research by Gomez et al. (2019) and Pavlopoulos et al. (2020) indicates that supplementary contextual information did not yield improved classification outcomes. Accordingly, we applied the same method as with irony - literal comprehension of the content was employed. However, given the sensitivity of the subject matter, such texts were predominantly classified as misogynistic hatespeech in most cases.

- **Recipient**: The recipient is an essential factor in evaluating hatespeech. Statements directed towards individuals or groups identified by innate, personal characteristics are subject to stricter scrutiny compared to critiques aimed at legal entities. The inherent vulnerability associated with personal traits necessitates a more rigorous assessment to prevent the perpetuation of discrimination and targeted harassment.

- **Gender-related content**: Hatespeech against women is not always synonymous with misogynistic hatespeech. The misogynistic condition applies only if the hatespeech is gender-related. The difference becomes clear when considering the following two examples:

  1. "Diese Frau hat den Verstand von Eierlikör."  
     "This woman has the mind of eggnog."

  2. "[@TwitterUser] Danke fotze"  
     "[@TwitterUser] Thanks, cunt"

The first example is an insult directed at a woman and therefore constitutes hatespeech. The insult focuses on behavior and not on the gender of the woman, so it is not misogynistic hatespeech. In the second tweet, a female person is insulted as well. The author, however, uses a vulgar word ("Fotze"/"cunt"), which is clearly derogative towards women. Therefore, it constitutes misogynistic hatespeech.

The guidelines mentioned above do not completely encompass the complexity of hatespeech. In many cases, it is difficult for annotators to make an objective assessment. During discussion rounds, the following reasons for variations in annotations have emerged: background knowledge on a topic, different tolerance thresholds, and subjective affirmations or aversions.

![Figure 1: Categorization of (misogynistic) hatespeech.](image-url)
Data Collection

Given a random selection of text examples, it is likely that only a small proportion of these are actually hate comments. This leads to a very high annotation effort (Founta et al. 2018). In order to obtain a great proportion of misogynistic hatespeech, while also obtaining a comprehensive dataset, a mixture of different methods were used in this study.

1. **Keyword search**: A very effective method for selection is to search for specific keywords. This was based on the word collection from Hatebase.org (Sharma, Agrawal, and Shrivastava 2018), which also lists German words that are offensive to women. In addition, English insul tors are also frequently used in German, which is why the list was expanded to include known English translations. An endpoint of the Twitter API was used for the search, which sets up a real-time stream (GET /2/tweets/search/stream). The following rule with words offensive towards women was used to filter the data. The (-) sign in front of a parameter indicates that it is excluded from the search.
   
   1 (dorfmratze OR flittchen OR Fotze
   2 OR Hürchen OR Hure OR Schlampe
   3 OR Bitch OR cunt OR hoe OR pussy
   4 OR slut OR whore) lang:de
   5 -filter:links -is:retweet -has:media

   A minor drawback of this approach is an inherent bias in relation to the keywords used. For this reason, the number of tweets and replies used was limited to 1,000.

2. **Twitter troll profiles**: Furthermore, conspicuous user profiles that increasingly post misogynistic content were identified. These profiles were found using the results of the keyword search previously carried out. The manual selection was aided by clear statements in the profile description and the indication from Twitter that the profile may contain sensitive content. Another Endpoint of the Twitter API was used to query the user profiles (GET /2/users/:id/tweets). The selected profiles are listed in Table 1.

<table>
<thead>
<tr>
<th>User ID</th>
<th>Username</th>
<th>#Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>301025783</td>
<td>@maltegymka</td>
<td>1053</td>
</tr>
<tr>
<td>2285678941</td>
<td>@schwulemiker</td>
<td>2309</td>
</tr>
<tr>
<td>3037183941</td>
<td>@zingelstaender</td>
<td>1748</td>
</tr>
<tr>
<td>1456678385560784896</td>
<td>@wahlburgerde</td>
<td>1299</td>
</tr>
<tr>
<td>1459594844331023872</td>
<td>@sophialuani1510</td>
<td>149</td>
</tr>
</tbody>
</table>

   Table 1: Twitter troll profiles.

3. **Hateful Twitter trends**: In addition, the dataset was expanded by two randomly found Twitter trends which showed an increased amount of misogynistic comments listed in Table 2.

<table>
<thead>
<tr>
<th>Twitter trend</th>
<th>Timespan</th>
<th>#Tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>#luisaneubauer</td>
<td>03/16 – 03/18/2022</td>
<td>529</td>
</tr>
<tr>
<td>Rbb24</td>
<td>01/11 – 01/13/2022</td>
<td>603</td>
</tr>
</tbody>
</table>

   Table 2: Hateful Twitter trends.

could be found (see Section Related Work for details), several datasets on hatespeech also contained texts with misogynistic hatespeech, as we define misogynistic hatespeech as a subset of hatespeech (see Section Classes to Annotate).

The dataset by Charitidis et al. (2020) is based on Twitter profiles of well-known journalists and news media, which were annotated according to hatespeech. Each tweet was only annotated once. In order to create a consistent annotation, regular quality controls were set up by a supervisor. The dataset is publicly available for research and non-commercial use only. It contains the tweet ID and the label, while the corresponding texts have to be obtained via the Twitter API. After data cleansing, a total of 325 tweets containing hatespeech were added to the dataset.

The dataset by Mandl et al. (2020) was created as part of the NLP Hate Speech and Offensive Content (HASOC) challenge and is available under the Creative Commons Attribution 4.0 International license. It is based on random tweets from the month of May 2019. Each tweet was annotated with the labels hatespeech, insult, swearing/vulgar content. Two, and in the case of disagreements three, students annotated each tweet. In the event that there was a disagreement and no third person was available, a specially defined logic was used to select the more reliable annotator. The reliability was calculated by matching previous annotations with other annotators. Based on this dataset, after data cleanup, 413 potential hatespeech texts were added.

A second HASOC Challenge held in 2019 (Mandl et al. 2019) was based on a different dataset obtained from Twitter and Facebook and is available under the Creative Commons Attribution 4.0 International license as well. The authors used a keyword search to restrict the data and expanded it to include content from conspicuous user profiles. A total of 96 % of the German content was annotated by two people. The dataset contains the same label types as the HASOC 2020 dataset. In contrast to 2020, however, no tweet IDs are available. After the dataset cleanup, a total of 405 potential hatespeech texts remained.

In preparation for the annotation, the dataset first had to be cleaned of disruptive elements. These include duplicates, as they only reflect existing content. Similarly, texts consisting only of characters/hashtags/@-mention chains were deleted. It is possible that misogynistic texts were deleted as a result, as hashtags can also contain misogynistic terms. The same applies to texts that were deleted because they contain only one word. During the dataset analysis, it was noticed that vulgar content is increasingly being used for sex advertising. By excluding texts containing the German words "feucht" and "nass" (both Engl. wet), "porno" (Engl. porn) and the English words "free" and "xxx", it was possible to filter out the vast majority of such content. Also disturbing content
Inter-rater Reliability

A common method to calculate the agreement of annotators during annotation is to let the same documents be evaluated by all annotators and then compare the results. The quality of the agreement can then be calculated using an inter-rater reliability.

A well known measure for the inter-rater reliability is Cohen’s Kappa (Cohen 1960), shown in Eq. (1). It computes the observed match between two annotators $\bar{P}$ as well as the probability for an agreement based on chance $P_e$ and from this it calculates the agreement $\kappa$. The height of the kappa value is thereby a measure for the quality of the annotation. An interpretation of the kappa value by Landis and Koch (1977) is given in Table 3.

$$\kappa = \frac{\bar{P} - P_e}{1 - P_e}$$

However, Cohen’s Kappa has a major disadvantage. If there are three annotators instead of two, three kappa values for the three different combinations of the annotators can be calculated, however, a simple aggregation of these values to a single value is not possible. This drawback is solved by Fleiss Kappa (Fleiss 1971), which represents a single kappa value that can be calculated with two or more annotators.

As Cohen’s Kappa, Fleiss kappa is calculated with Eq. (1), whereby the probabilities are defined differently as illustrated by $\bar{P}$ in Eq. (2) and Eq. (3) as well as $P_e$ in Eq. (4) and Eq. (5). Let $N$ represent the number of subjects, which in our case is the number of posts, while $n$ is the number of annotations per subject, and $k$ is the number of categories. The subjects are indexed by $i = 1, 2, \ldots, N$ and the categories by $j = 1, 2, \ldots, k$. Hence, $n_{ij}$ is the number of annotators who assigned the $i$-th post to the $j$-th class. In our case, the number of categories is $k = 2$ each for hatespeech and misogynistic hatespeech.

$$\bar{P} = \frac{1}{N} \sum_{i=1}^{N} P_i \quad (2)$$

$$P_i = \frac{1}{n(n - 1)} \sum_{j=1}^{k} n_{ij}(n_{ij} - 1) \quad (3)$$

$$P_e = \sum_{j=1}^{k} p_j^2 \quad (4)$$

$$p_j = \frac{1}{Nn} \sum_{i=1}^{N} n_{ij} \quad (5)$$

Details

The annotation of the corpus was performed according to the procedure previously outlined in Section Dataset. In the following Annotation we first describe the procedure in greater detail. Then, in Section Corpus Statistics, we present the results of the annotation.

Annotation

A total of six volunteers, two women and four men aged between 25 and 65, all of whom speak German as their mother tongue and have an academic background, assisted with the evaluation. The annotation process was carried out over a period of two and a half months (mid-February to April 2022).

During Phase 1, the volunteers met for a discussion and reviewed 11 selected posts, which were manually selected to ensure that the posts contain different aspects of hatespeech according to our definition of hatespeech from Section Classes to Annotate. For each post the volunteers read the text and the availability of hatespeech was rated manually as hatespeech or not hatespeech and either misogynistic hatespeech or not misogynistic hatespeech. If the volunteers came to different views at first on how to assess one of these two points, this point was discussed until a consensus was reached that everyone approved. This approach was intended to create a common understanding among the volunteers on how to assess these two aspects.

The following Phase 2 should determine whether the volunteers actually evaluate with the same standards. To validate this, each of the volunteers received the same randomly selected 46 posts, which they then annotated on their own according to the rules previously established during Phase 1. Afterwards the results of the individual volunteers were used to determine the uniformity of the annotation. Therefore an inter-rater reliability with Fleiss’ Kappa was calculated. The agreement for all volunteers was $\kappa = 0.5904$ for hatespeech and $\kappa = 0.4349$ for misogynistic hatespeech, which both correspond to a moderate agreement according to interpretation of Landis and Koch (1977) mentioned above in Table 3. Due to this noticeably lower result for the misogynistic hatespeech, we examined the underlying causes. In order to determine the influence of every single volunteer, we...
calculated additional values for all combinations of \( n - 1 \) volunteers. The results are given in Table 4 in column Phase 2a. As the interpretation shows, for hatespeech only expert 3 has a slightly higher negative influence, since without him \( \kappa = 0.6182 \) could be achieved. Overall, however, the values differed only slightly. In contrast, for misogynistic hatespeech, expert 6 was identified as the expert with a significantly lower level of agreement, since without him \( \kappa = 0.5594 \) is possible.

In order to improve the uniformity of annotation, the volunteers reviewed the 46 posts annotated during the first round of Phase 2 and discussed the rules of annotation again. Then a second round of Phase 2 was conducted, in which the volunteers received another 43 posts for annotation. Table 4 presents the kappa values of the second round in column Phase 2b. As the results show, the agreement over all volunteers regarding hatespeech increased by 0.1751 to a substantial \( \kappa = 0.7565 \). But also the agreement concerning the misogynistic hatespeech had increased significantly by 0.1590 to a strong moderate \( \kappa = 0.5939 \). To further improve the agreement, the 43 posts from the second round were reviewed, before a third round of Phase 2 was conducted, where the volunteers annotated another 46 posts. The kappa values are shown in Table 4 in column Phase 2c. This corresponds to the best agreement for the misogynistic hatedspeech that increased by 0.2319 to an almost perfect \( \kappa = 0.8258 \) and the second best for hatespeech that slightly decreased by -0.1246 to \( \kappa = 0.6409 \). As we can observe, volunteer 4 has the strongest negative influence on hatespeech, while volunteer 3 has it for the misogynistic hatespeech. A comparable corpus of Schabus, Skowron, and Trapp (2017) comes to similar kappa values between 0.3 and 0.6.

During the final Phase 3, the six volunteers processed a further 7,061 randomly selected posts. Due to the solid inter-rater reliability, each post was annotated by only one volunteer instead of a multiple evaluation. Table 5 summarizes the details of the annotation for the phases, including the number of annotations, number of unique posts and average number annotations of each volunteer.

### Corpus Statistics

During the three phases of the annotation, a total of 7,207 posts were annotated. Of these, 146 were processed during Phases 1 and 2, which only served to train the volunteers. The annotations of these posts were created before or for the purpose of calculating the inter-rater reliability and therefore have no guaranteed quality. Phase 3 was the first phase in which 7,061 further posts were annotated, whose quality is assured, which is why they form the core of the corpus.

It might occur that a certain subject area is especially prevalent in the dataset. This can lead to a situation where classification models trained on this data perform poorly when applied on new data. One reason for this is that certain words correlate with individual classes, even though they are not representative of the respective class (Wiegand, Ruppenhofer, and Kleinbauer 2019). Table 6 provides the quota of the 7,061 posts assigned to each class. The distribution of hatespeech reveals that 22.29 % of the post were annotated as hatespeech. The table also shows the distribution of the second criterion misogynistic hatespeech, with 6.51 % of all posts being rated as misogynistic hatespeech. Consequently, 29.22 % of hatespeech posts are also misogynistic.

Better insight can be achieved by using Pointwise Mutual Information (PMI), a metric that can be used to examine a dataset for existing topics and their influence on the classes within that dataset (Wiegand, Ruppenhofer, and Kleinbauer 2019). The PMI metric from Eq. (6) calculates which words appear most frequently in combination with each other. To do this, the probability that the two words occur in the same document \( P(W_1, W_2) \) is divided by the product of their individual probabilities for occurrence \( P(W_1) \cdot P(W_2) \).

\[
PMI(W_1, W_2) = \log_2 \frac{P(W_1, W_2)}{P(W_1) \cdot P(W_2)} \tag{6}
\]

The interpretation of the result can be illustrated using two examples:

1. \( W_1 = \text{Butter} \) (Engl. butter); \( W_2 = \text{Brot} \) (Engl. bread)
2. \( W_1 = \text{Kanzler} \) (Engl. Chancellor); \( W_2 = \text{Scholz} \)

In example 1, it is very likely that the words (“Butter”/“butter”, “Brot”/“bread”) often appear together. However, they are also used in many other word and sentence combinations (e.g. “Pizzabrot”/“Pizza bread”, “Alles in Butter”/“Everything is fine”). The words Kanzler and Scholz, on the other hand, are also frequently used in the same sentence (e.g. “Olaf Scholz ist der aktuelle Kanzler von Deutschland”/“Olaf Scholz is the current Chancellor of Germany”) but only rarely in a different context. If words only appear together, the following applies:

\[
P(W_1, W_2) \approx P(W_1) \approx P(W_2) \tag{7}
\]
Due to the calculation of the product in the denominator of PMI, it has to be expected that the PMI in example 1 is worse than the PMI in example 2. Unless we are dealing with a text corpus on German politics, the words from example 2 are rather rarely used words. However, they achieve a higher PMI value. To address the problem that rare words are overrated, the normalized version (NPMI) from Eq. (8) can be used instead (Bouma 2009), while the NPMI result have be interpreted following Eq. (9).

\[ NPMI(W_1, W_2) = \frac{PMI(W_1, W_2)}{-\log_2 P(W_1, W_2)} \] (8)

\[ NPMI = \begin{cases} 1 & \text{Terms only occur together} \\ 0 & \text{Normal distribution} \\ -1 & \text{Terms never appear together} \end{cases} \] (9)

The NPMI metric can be used to reveal the co-occurrence of classes and specific words. The wordclouds shown in Fig. 3 reveal which words appear most frequently in the posts of each class. The more often a word occurs, the larger it is displayed in the wordcloud. In texts classified as neutral, meaning texts that do not contain hatespeech, very generally used, uncritical words appear most frequently (Fig. 3a). There are no specific trigger words or sensitive topics identified in these texts. In the case of hatespeech posts, the topic areas of the most frequently used words are clearly differently distributed. According to the depiction from Fig. 3b, besides attacks on personalities from politics, there are also dehumanizing events designed for specific individuals or groups (e.g., wishing for "Abschaum"/"lowlifes" to "verrecken"/"die"). In addition, crude insults such as "Hurensohn"/"son of a bitch" are frequently used. Expressions that are xenophobic or islamophobic such as "Neger"/"negroes" or "Musels"/"muzzies" are also included (Mandl et al. 2019, 2020). According to Fig. 3c, misogynistic hatespeech is usually recognized by (strongly) derogatory terms for women (e.g., "Weiber"/"broads", "Schlampe"/"sluts", "Göre"/"brat", "Fotz"/"cunt").

**Experiments**

Based on the 7,061 annotated posts, we trained and evaluated first baseline models that classify new texts according to hate speech and misogynistic content.

This classification task is a multi-label classification characterized by the fact that each post is assigned to two out of four classes, which in our case represent *hatespeech*, *not hatespeech*, *misogynistic hatespeech* and *not misogynistic hatespeech*. A multi-label classifier would predict for a post whether it belongs to each one of the classes or not. We decided to simplify the problem by breaking it down into two binary classification problems. Therefore, we trained a separate binary classifier for hatespeech and misogynistic hatespeech, which predicts whether a post belongs to it or not.

In this study we used a pretrained German language model based on the BERT-Architecture called gbert-base (Chan, Schweter, and Möller 2020). Finetuning the complete model on the described classification task required one additional single linear layer with a Sigmoid activation function as classification head. It utilizes the [CLS] token from the BERT model’s final layer, containing a representation of all tokens in a sentence. For model training, consistent hyperparameters were employed, setting the learning
rate to $1 \times 10^{-5}$ and utilizing a batch size of 16. Each experiment underwent training for a maximum of 8 epochs. In instances where a model converged earlier and demonstrated superior performance at a prior checkpoint, that specific checkpoint was evaluated. Given the imbalance in the dataset concerning the number of hatespeech comments, we additionally experimented with undersampling the majority class. We reduced the number of neutral texts in a ratio of 5:1 to the number of texts containing misogynistic hatespeech. All experiments were conducted in the Google Colab Cloud on a single Nvidia T4 GPU with 16 GB RAM, enabling reproducibility on standard personal hardware. Consequently, two distinct models were trained for the classification of hatespeech (Hatespeech & Hatespeech Undersampling) and misogynistic hatespeech (Misogyny & Misogyny Undersampling).

For the evaluation of the algorithms, the corpus of 7,061 posts was split by fractions of 0.8 into a training set and by 0.1 each into a validation and test set. The training set was then used to train each of the classifiers. Finally the classifiers were evaluated with the test set. To evaluate the predictions, the metrics Precision, Recall and $F_1$ were used.

The results of the baseline classification are given in Table 7, with best value of each metric depicted in bold. For each trained model, values for the neutral class were also presented. As the data show, the classes are predicted with varying quality. The tendency can be seen that the height of the class distribution, shown in Table 6, has a major impact on the classification quality. For hatespeech we achieved a $F_1$ value of 0.68 in contrary to 0.54 for the misogyny classifier. Looking on the results, it is clear that undersampling only lead to minor improvements for selected metrics in both of the classification tasks.

Moreover, in Fig. 4, the confusion matrices transparently present the test results for the models. Of particular interest in the classification is the reduction of false negatives, ensuring the detection of all instances of hatespeech. This can be shown through the metric Recall. While undersampling led to a performance decrease in hatespeech classification, a notable improvement with a result of 0.63 was achieved in the detection of misogynistic hatespeech. However, the improvement had a significant impact on the number of false positives, which are directly influencing the metric Precision (0.47). In order to improve the result, the model has to be optimized to better detect misogyny. Fig. 5 presents the ROC curve for the test results, demonstrating the relationship between true positive rate (TPR) and false positive rate (FPR) and underscoring the importance of a steep ascent in the curve (high TPR with low FPR). By calculating the area under the curve (AUC), the results can be made measurable, with model Misogyny Undersampling achieving the best value of 0.93.

### Discussion

In the study, it became evident how challenging it is to handle hatespeech. The primary difficulty arises in defining and delineating the properties of hatespeech. This definition can vary significantly depending on cultural nuances, prevailing attitudes, and the specific context. To provide a clearer understanding of the dataset’s focus and utility, we extensively explained our definition of hatespeech.

Due to the increasing size of large language models (LLMs), the way corpora are used for fine-tuning may undergo significant change. These models encapsulate such vast amounts of knowledge that retraining becomes only partially necessary. However, in the present scenario, linguistic nuances can still determine how a text is classified. Since the definition of hatespeech can vary significantly, a certain form of learning or fine-tuning remains inevitable at this point in time. In addition, high-quality annotated datasets help to analyze and challenge downstream text generations of LLMs on the prevalence of hatespeech.

The limited number of annotated posts can lead to certain topics and classes being over- or underrepresented, which could introduce biases in the later stages of classification. It is important to consider and address this factor when utiliz-
The texts and the annotations, to the scientific community.

We provide the corpus presented in this paper, consisting of

texts generated by hate speech, like spam bots.

could be exploited for negative purposes, e.g. to build a sys-
to be harmed.

other hand, if hateful posts are published, individuals may

as hate speech, freedom of expression is at risk. On the

could lead to an increase in the number of false positives

cannot ensure that the minority classes are free of bias. This

in the texts are anonymized. The tweet ID has been retained

the authors of tweets is preserved as all occurrences of usernames

in the specific application.

in Section Discussion, we discuss the problem that we

classification according to hatespeech and misogynistic hate speech, achieving a solid degree of agreement, as an inter-rater reliability according to Fleiss’ Kappa revealed, which was 0.6409 for hate speech and 0.8258 for misogynistic hate speech. To evaluate the corpus, a first baseline text classification was presented, where the text of each post was used to predict hatespeech and misogynistic hate speech. To make the corpus also usable for other applications in NLP and classification, we provide it as a dataset on German Misogynistic Hatespeech Posts (GMHP7k) to the scientific community.

Our work contributes to the training of AI to detect unethical behavior in the form of hate speech. The privacy of all authors of tweets is preserved as all occurrences of usernames in the texts are anonymized. The tweet ID has been retained to prove the authenticity of the data.

In addition, the identities of the persons involved in the annotation were pseudonymized. The participants had the option to cancel participation or refuse to annotate posts at any time. Since the dataset is intended to detect hate speech, it inherently and inevitably contains offensive content.

In Section Discussion, we discuss the problem that we cannot ensure that the minority classes are free of bias. This could lead to an increase in the number of false positives based on certain topics. If harmless posts are misidentified as hate speech, freedom of expression is at risk. On the other hand, if hateful posts are published, individuals may be harmed.

Similar to any positive application, the present dataset could be exploited for negative purposes, e.g. to build a system generating hate speech texts, like spam bots.

How to Use the Corpus?

We provide the corpus presented in this paper, consisting of the texts and the annotations, to the scientific community.

on Zenodo (https://doi.org/10.5281/zenodo.10513452) and a website (https://ccwi.github.io/corpus-gmhp7k/), licensed under Creative Commons Attribution 4.0 International.

Conclusion

In this work a corpus was presented which consists of 7,061 posts in German language that belong to two social media platforms. The posts were annotated by volunteers according to hate speech and misogynistic hate speech, achieving a solid degree of agreement, as an inter-rater reliability according to Fleiss’ Kappa revealed, which was 0.6409 for hate speech and 0.8258 for misogynistic hate speech. To evaluate the corpus, a first baseline text classification was presented, where the text of each post was used to predict hate speech and misogynistic hate speech. To make the corpus also usable for other applications in NLP and classification, we provide it as a dataset on German Misogynistic Hatespeech Posts (GMHP7k) to the scientific community.
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   (h) Did you describe steps taken to prevent or mitigate potential negative outcomes of the research, such as data and model documentation, data anonymization, responsible release, access control, and the reproducibility of findings? Yes. We documented the schema of the data, anonymized it and release it responsibly accompanied by detailed description in our paper. To allow reproducibility of our findings, we document the train-, test- and validation split and type as well as base model of our classifier. While the texts of the tweets were anonymized, the tweet ID was preserved to prove the authenticity of the data.
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   (a) Did you include the code, data, and instructions needed to reproduce the main experimental results (either in the supplemental material or as a URL)? Yes, the published dataset contains a column, with information about the split used in the machine learning experiments. Additionally, in Experiments we describe the models architecture and hyperparameters. If further details are necessary, we can share the code for training and evaluation of the model upon request. We also provide code for descriptive statistics on the dataset (Corpus Statistics).
   (b) Did you specify all the training details (e.g., data splits, hyperparameters, how they were chosen)? Yes. We clearly describe the most important hyperparameters, including learning-rate, batch-size (Experiments). The data splits are clearly specified in a dedicated column in the provided dataset.
   (c) Did you report error bars (e.g., with respect to the random seed after running experiments multiple times)? No. We believe that it is not necessary to specify an error, as we achieve deterministic and therefore reproducible results by specifying a single fixed seed. Since the classification primarily serves to prove the quality of the data, the focus is on the data and not on creating the best possible model.
(d) Did you include the total amount of compute and the type of resources used (e.g., type of GPUs, internal cluster, or cloud provider)? Yes, in Experiments we mention that we trained the models with an Nvidia T4 GPU with 16GB RAM. All the experiments were executed in a Google Colab Cloud environment.

(e) Do you justify how the proposed evaluation is sufficient and appropriate to the claims made? Yes, fine tuning a general BERT model on a specific task is a common method to reach first competitive results without high computational costs. Since the classes in the dataset are unevenly distributed, we decided to list the results for each class separately so that the model can be better evaluated in relation to the minority class.

(f) Do you discuss what is “the cost” of misclassification and fault (in)tolerance? Yes, in Experiments and Discussion we discuss the trade off between a low number for false negatives and a high number of false positives.

5. Additionally, if you are using existing assets (e.g., code, data, models) or curating/releasing new assets, without compromising anonymity...

(a) If your work uses existing assets, did you cite the creators? Yes. Our dataset consists primarily of our own data, but was supplemented by data from existing publicly available datasets, whereby the works were cited (Data Collection).

(b) Did you mention the license of the assets? Yes, we mention the licenses with the description and citation of the datasets in Data Collection.

(c) Did you include any new assets in the supplemental material or as a URL? Yes. The main component of the dataset provided is our own new data.

(d) Did you discuss whether and how consent was obtained from people whose data you’re using/curating? Yes, both the dataset from Charitidis et al. (2020) and the two datasets from Mandl et al. (2019) and Mandl et al. (2020) have been published for scientific purposes. By referencing their publications, we acknowledge their contribution to the creation of the datasets.

(e) Did you discuss whether the data you are using/curating contains personally identifiable information or offensive content? Yes. We have tried to anonymize the personal data to the best of our knowledge. In addition, the identities of the persons involved in the annotation were pseudonymized using unique numbers.

(f) If you are curating or releasing new datasets, did you discuss how you intend to make your datasets FAIR (see FORCE11 (2020))? Yes

(g) If you are curating or releasing new datasets, did you create a Datasheet for the Dataset (see Gebru et al. (2021))? No, we haven’t created a datasheet so far.

6. Additionally, if you used crowdsourcing or conducted research with human subjects, without compromising anonymity...

(a) Did you include the full text of instructions given to participants and screenshots? No, all instructions for the annotation process were communicated verbally to the participants. However, the agreed rules were described in detail in the explanations of the annotation process (Classes to Annotate).

(b) Did you describe any potential participant risks, with mentions of Institutional Review Board (IRB) approvals? No, the participants were a small group of six voluntary annotators who decided to participate after a joint discussion. There was also the option to cancel participation or refuse to annotate posts at any time.

(c) Did you include the estimated hourly wage paid to participants and the total amount spent on participant compensation? No, all participants took part in the annotation voluntarily and without payment.

(d) Did you discuss how data is stored, shared, and de-identified? Yes. We have tried to anonymize the personal data to the best of our knowledge. In addition, the identities of the persons involved in the annotation were pseudonymized using unique numbers.