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Abstract1 
Minority stress is the leading theoretical construct for under-
standing LGBTQ+ health disparities. As such, there is an ur-
gent need to develop innovative policies and technologies to 
reduce minority stress. To spur technological innovation, we 
created the largest labeled datasets on minority stress using 
natural language from subreddits related to sexual and gender 
minority people. A team of mental health clinicians, 
LGBTQ+ health experts, and computer scientists developed 
two datasets: (1) the publicly available LGBTQ+ Minority 
Stress on Social Media (MiSSoM) dataset and (2) the ad-
vanced request-only version of the dataset, LGBTQ+ MiS-
SoM+. Both datasets have seven labels related to minority 
stress, including an overall composite label and six sublabels. 
LGBTQ+ MiSSoM (N = 27,709) includes both human- and 
machine-annotated labels and comes preprocessed with fea-
tures (e.g., topic models, psycholinguistic attributes, senti-
ment, clinical keywords, word embeddings, n-grams, lexi-
cons). LGBTQ+ MiSSoM+ includes all the characteristics of 
the open-access dataset, but also includes the original Reddit 
text and sentence-level labeling for a subset of posts (N = 
5,772). Benchmark supervised machine learning analyses re-
vealed that features of the LGBTQ+ MiSSoM datasets can 
predict overall minority stress quite well (F1 = 0.869). 
Benchmark performance metrics yielded in the prediction of 
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the other labels, namely prejudiced events (F1 = 0.942), ex-
pected rejection (F1 = 0.964), internalized stigma (F1 = 
0.952), identity concealment (F1 = 0.971), gender dysphoria 
(F1 = 0.947), and minority coping (F1 = 0.917), were excel-
lent. Descriptive analyses, ethical considerations, limitations, 
and possible use cases are provided. 

 Introduction 
Minority stress is the psychosocial strain experienced by les-
bian, gay, bisexual, transgender, queer, and other sexual and 
gender minority (LGBTQ+) people who are exposed to anti-
LGBTQ+ stigma (Brooks 1981; Meyer 2003).  Across the 
fields of social science, medicine, and public health, minor-
ity stress is the leading theoretical construct explaining 
health disparities between LGBTQ+ people and their cis-
gender and heterosexual peers (Institute of Medicine of the 
National Academies 2011; Pachankis et al. 2020; de Lange 
et al. 2022). As such, there is an urgent need to develop in-
novative policies and technologies to better understand, and 
ultimately reduce, reduce minority stress.   
 Minority stress is a composite phenomenon (Cascalheira 
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et al. 2023a)—that is, overall minority stress is composed of 
factors of minority stress (Meyer 2003; Lindley and Galupo 
2020), namely prejudiced events (i.e., discrimination), iden-
tity concealment (i.e., hiding one’s LGBTQ+ identity), ex-
pected rejection (i.e., imagining one will face prejudice or 
discrimination), internalized stigma (i.e., believing anti-
LGBTQ+ ideas as if they were true), and gender dysphoria 
(i.e., incongruence between one’s gender identity and soci-
etal expectations for one’s assigned sex at birth). 

Contributions of the Present Paper 
While health and social science researchers have prioritized 
the concept of minority stress as a means of understanding 
LGBTQ+ health, the field of artificial intelligence (AI) has 
yet to embrace its utility (Saha et al. 2019; Cascalheira et al. 
2022, 2023b, a). This failure is, in part, a result of limited 
access to robust data sets that specifically capture LGBTQ+ 
minority stress in a manner that is scientifically rigorous and 
ethically sound. Thus, this group has documented the crea-
tion of such a dataset using a set of standardized guidelines 
(Gebru et al. 2021). This paper makes several substantial 
contributions to the field, including: 
• Introduction and explanation of the LGBTQ+ Minority 

Stress on Social Media (MiSSoM) datasets—the largest 
labeled datasets on minority stress. These data sets use 
natural language from Reddit.com, and include open ac-
cess and restricted access versions. 

• Overview of exploratory analyses describing the lan-
guage of minority stress on social media. 

• Training of four supervised machine learning models and 
one neural network on the open-access LGBTQ+ MiS-
SoM features, providing benchmark performance metrics 
to other researchers.   

Motivation 
While the creation of these datasets provides AI scientists 
with robust information that is scientifically rigorous and 
ethically sound for the study of minority stress on social 
media, the ultimate goal of their creation is to offset the ef-
fects of minority stress in the lives of LGBTQ+ individuals 
by leading to the development of interventions and prac-
tices that promote LGBTQ+ health equity. To this end, the 
LGBTQ+ MiSSoM datasets facilitate expansion of minor-
ity stress theory through natural language processing inves-
tigations of community-driven (vs. theory-driven) lan-
guage. Minority stress is a linguistically sophisticated 
health construct (Cascalheira et al. 2023a), and its nuances 
are not fully understood. These datasets provide an oppor-
tunity for researchers to use computational social science 
to compare expressions of minority stress across posts, ex-
plore the motivation of minority stress disclosures online, 
and understand LGBTQ+ help-seeking for minority stress. 
These datasets can also help reduce minority stress in 

LGBTQ+ individuals through the development of AI-en-
hanced digital health interventions (e.g., training AI mod-
els with these data and employing them in stress-detection 
systems). Additionally, they have utility related to: 
• Sentence-level prediction of minority stress in social 
media (which could be useful in fine-grained linguistic 
analysis using sentence-embedding algorithms); 
• Prediction of LGBTQ+ health outcomes (e.g., AI studies 
of depression among LGBTQ+ people on social media) us-
ing the LGBTQ+ MiSSoM datasets as features; 
• Data collection related to public health interventions, 
such as surveilling surges in minority stress following the 
passage of anti-LGBTQ+ laws (Cascalheira et al. 2023a);  
• Instruction of scholars and students interested in 
LGBTQ+ health on methodology to train AI models. 

Dataset Description 
This paper introduces two tabular datasets where each row 
represents an individual social media post. First, we provide 
the publicly available LGBTQ+ MiSSoM dataset (N = 
27,709), an NLP dataset created from Reddit.com posts and 
comments. The LGBTQ+ MiSSoM dataset includes both 
human- and machine-annotated labels and comes prepro-
cessed with features (e.g., topic models, psycholinguistic at-
tributes, sentiment, word embeddings, n-grams, lexicons). 
The labels cover major factors of minority stress theory, in-
cluding prejudiced events, internalized stigma, identity con-
cealment, expected rejection, and minority coping. Gender 
dysphoria is also included as a label given its recent theoret-
ical framing as a proximal stressor. Second, we provide the 
restricted, request-only version of the dataset—LGBTQ+ 
MiSSoM+, which includes everything in the public version 
plus the original Reddit.com text, names of the subreddits, 
and sentence-level labeling for 5,789 posts and comments. 
Separate datasets with different access levels were devel-
oped to protect the LGBTQ+ community (see Ethical Con-
siderations). Both datasets are available from the Harvard 
Dataverse (for hyperlinks, see FAIR Data Principles). 

Data Collection 
As shown in Fig. 1, data were scraped from LGBTQ+-re-
lated subreddits on Reddit.com using PushShift (Baumgart-
ner et al. 2020). Subreddits were selected to capture linguis-
tic content from LGBTQ+ people with different sexual ori-
entations and gender identities. Data from r/lgbt were not 
downloaded because a previous paper had already created 
an LGBTQ+-themed dataset with r/lgbt (Saha et al. 2019). 

Using PushShift, we scraped the first 10,000 posts from 
each subreddit beginning on 18 September 2021. Some 
posts were scraped from as far back as 18 August 2012. 
Empty, deleted, and removed posts were eliminated, yield-
ing a dataset of 27,796 posts. Figure 1 shows the proportion 
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of posts yielded by each subreddit.  

 
Figure 1: Subreddits Included in the MiSSoM Datasets.  

 

Human Annotation 
We used an iterative process of consensus-based, conven-
tional content analysis (Hsieh and Shannon 2005). Our 
coding team included nine LGBTQ+ health experts, clini-
cians, students, and community members diverse in age, 
race, ethnicity, sexual orientation, gender identity, and dis-
ability status. Informed by best practices for increasing the 
trustworthiness of the ground truth labels (Morrow 2005; 
Creswell and Poth 2018), our team (a) generated a robust 
codebook informed by minority stress theory, borrowed 
from a previous study (Saha et al. 2019), and modified by 
empirical examples; (b) underwent an extensive training 
period to achieve consensus on the codebook and bounda-
ries of the labels (i.e., Cohen’s 𝜅 ≥ 0.80 or simple percent 
agreement ≥ 0.90; O’Connor and Joffe 2020); and (c) met 
weekly between September 2021 and February 2023 to re-
solve disagreements between coders, iteratively modify the 
codebook, track major coding decisions, continue discus-
sions about limitations and boundaries of the annotation 
process, and audit one another’s annotation decisions. Ad-
ditionally, the first author randomly audited 25 annotations 
each week. We used the labeling software Tagtog to com-
plete annotations. The team coded 5,789 Reddt.com posts 
and comments; after preprocessing (see Preprocessing and 
Feature Generation), a total of 5,772 posts and comments 
with human-annotated labels remained. The codebook used 
in the present project is available on the Open Science 
Framework: https://osf.io/qgah8/  
Seven Labels of Minority Stress 
A total of 5,789 Reddit.com posts and comments were an-
notated by humans. Annotation yielded seven labels related 
to minority stress, plus a negative label (i.e., the absence of 
minority stress). Table 1 shows text examples of each label; 
the examples are slightly paraphrased and edited to protect 
the privacy of the Reddit.com user. The overall, composite 
label of minority stress was present if at least one factor of 
minority stress other than gender dysphoria (i.e., prejudiced 
events, internalized stigma, expected rejection, identity con-
cealment) was coded by a member of the annotation team. 

Gender dysphoria was not part of the composite label due to 
its newer, and still tentative (Lindley and Galupo 2020), ad-
dition to the minority stress model but was analyzed in a 
separate article (not sure if we need the citation to be anon-
ymous here?). Minority coping was coded if a factor of mi-
nority stress was present and there was evidence of coping 
as defined by Meyer (2003). We decided to code minority 
coping in this manner because, without such a rule, one 
might argue many (if not most) Reddit.com posts and com-
ments on LGBTQ+-themed subreddits function as a form of 
community-based coping via social support seeking. 
 

Construct Label Text 
Minority 
Stress  
(Composite) 

1 I’m doomed to be anything but 
cis […] nobody gets me […] 
they all call it a phase […] 

Prejudiced 
Event 

1 my gf’s family is homophobic 
[…] I feel like shit over it […] 
her family doesn't understand 
[…] they see me as some dyke 
who is ruining my gf’s life 

Expected 
Rejection 

1 i came out as bisexual to my 
fam but my best bud doesnt 
know […] i'm worried about 
what hes gonna say 

Internalized 
Stigma 

1 I’m not the best at being gay, 
and still feel a lot of shame  

Identity 
Concealment 

1 I’ll be honest [I’m gay] but I 
haven’t really told anyone  

Minority 
Coping 

1 [my grandmother] might not 
understand if I come out […] 
has anybody been in a similar 
situation? What did you […] 

Gender 
Dysphoria 

1 i have some intense dysphoria 
swings […]  

Negative 
Label 

0 [my friend] recently came out 
[…] they asked that I talk to 
them using different pronouns 

Table 1. Text Examples of Each Label. 

 

Major Annotation Decisions 
Throughout the iterative process of consensus-based con-
tent analysis, our team discussed points of disagreement on 
the boundaries of coding minority stress on social media. 
We made several important decisions, which influenced 
annotation and codebook development.  

First, we decided to code posts at the semantic level 
since follow-up with the Reddit users was neither feasible 
nor ethical. If the intended meaning of a post could be in-
terpreted in multiple ways, we coded based on the most ex-
plicit and literal interpretation. 
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Second, we differentiated between minority stressors 
and general stressors. If distress was present but was not 
explicitly attributed by the LGBTQ+ person to a minority 
stress experience (e.g., internalized stigma), and/or could 
be reasonably expected to result from another experience 
also mentioned in the post (e.g., sexual assault), we erred 
on the side of not coding material as minority stress.  

Third, we coded references to “homophobic” or “tran-
sphobic” people as expected rejection. During peer debrief-
ing, we noticed instances in which LGBTQ+ people men-
tioned the presence of “homophobic/transphobic” people in 
their lives yet did not elaborate on the specific actions of 
these individuals (i.e., whether they committed a preju-
diced action) or the impact of the person’s actions (i.e., 
whether the homophobia/transphobia became internalized). 
We determined that amorphous references to homophobia, 
transphobia, and related hate (e.g., biphobia) functioned to 
communicate potential prejudice, and therefore were se-
mantic indicators of expected rejection.  

Fourth, we focused on present distress and impairment. 
A focus on present tense builds upon past research on mi-
nority stress on social media (Saha et al. 2019). A focus on 
distress and impairment is consistent with clinical guide-
lines for determining significant distress (American Psy-
chiatric Association 2013). Several LGBTQ+ people de-
scribed experiences of minority stress that bothered them 
previously but no longer caused distress (e.g., telling a 
story about being in the closet for years and ending with a 
celebratory comment about coming out). When LGBTQ+ 
people wrote about experiences of minority stress from the 
past without indicating whether these experiences contin-
ued to cause distress or impairment presently, we did not 
annotate the post as an example of minority stress.  
 Finally, we realized after scraping Reddit and beginning 
to annotate the posts that LGBTQ+ people would frequently 
allude to material they had written in the post title, and in 
the absence of the post’s title (which was decoupled from 
the body of the post in the downloading process) the in-
tended meaning could not be determined. Even when we 
suspected minority stress was present, if minority stress was 
not clearly present without the context provided by the post 
title, we did not annotate the presence of minority stress. 
Limitations of Annotation 
Several posts contained indicators of stress and coping 
which we judged as either not consistent with core theoret-
ical constructs of LGBTQ+ minority stress or too ambigu-
ous to annotate with certainty. These posts, or portions of 
posts, were annotated as “limitations of the codebook” to 
inform further research in subsequent ML- and NLP-based 
studies of LGBTQ+ minority stress. Although we gener-
ated two dozen specific limitations during codebook devel-
oped, we thematically analyzed these limitations to identify 
six primary categories of excluded material:  
1. stress resulting from stigmatization of relationship con-

figuration diversity (e.g., polyamory, consensual non-
monogamy, asexual and/or aromantic relationships); 

2. intersectional stigma in which LGBTQ+ minority stress 
was not the primary cause of stress, LGBTQ+ minority 
stress intersected substantially with other forms of op-
pression (e.g., racism, sizeism, classism, ableism), or ex-
periences of LGBTQ+ minority stress enacted by other 
members of the LGBTQ+ community (e.g., biphobia 
within the LGBTQ+ community); 

3. stress communicated in a language other than English, 
clearly generated by a bot, or written with extensive self-
censoring (e.g., substituting letters with asterisks), which 
rendered the meaning ambiguous;  

4. stressful experiences communicated through poems, 
song lyrics, or other forms of art as the attribution of 
such experiences to the user was ambiguous;  

5. environmental or structural discrimination without a 
clear impact on the LGBTQ+ person (e.g., pondering a 
new anti-transgender law); and  

6. microaggressions (Nadal 2019) wherein it was unclear if 
the LGBTQ+ person perceived the experience as dis-
criminatory or prejudiced. 

Machine Annotation 
A total of 22,007 Reddit.com posts and comments were an-
notated by a hybrid neural network, Bidirectional Encoder 
Representations from Transformers convolutional neural 
network (BERT-CNN); after preprocessing the data, a total 
of 21,937 posts and comments with machine-annotated la-
bels remained. The training and selection of BERT-CNN is 
described fully elsewhere (Cascalheira et al. 2023a). Briefly, 
each Reddit.com post was tokenized, embedded with BERT, 
fed into a convolutional layer with max pooling, corrected 
with a dropout layer, and converted to a fully connected neu-
ral network before labels were predicted with the sigmoid 
function. BERT-CNN was used to machine-annotate the 
each post due to its excellent performance in classifying 
both composite minority stress (F1 = 0.84) and individual 
factors of minority stress—namely, prejudiced events (F1 = 
0.87), expected rejection (F1 = 0.92), internalized stigma 
(F1 = 0.91), identity concealment (F1 = 0.92), minority cop-
ing (F1 = 0.84), gender dysphoria (F1 = 0.94). 

Preprocessing and Feature Generation 
Prior to engineering features, raw text was preprocessed by 
removing URLs, excessive whitespace, and recoding special 
characters (e.g., "&amp;" → "and"). For all features except 
for the psycholinguistic attributes and word embeddings, 
text was lowercased, stop words were removed, contractions 
were expanded, and lemmatization was performed. Raw text 
was used for the psycholinguistic attributes and word em-
beddings because each algorithm makes use of all linguistic 
content (Mikolov et al. 2013; Pennebaker et al. 2015).  
 After all features and labels were created, the datasets 
were audited for missing values. Only 87 cases with missing 
values were found. Thus, all cases with missing values were 
eliminated with case-wise deletion. 
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 A total of 726 features were engineered across 10 catego-
ries. Feature categories are organized in order of computa-
tional complexity. Unless otherwise stated, string detection 
and regular expressions were used to create the features. 
Clinical Keywords 
Medicalized language used to describe mental and behav-
ioral health disorders may be useful signals given the 
LGBTQ+ community’s health inequities (Goldbach et al. 
2014; Pachankis et al. 2020; Cascalheira et al. 2023b). Thus, 
text from the Diagnostic and Statistical Manual of Mental 
Disorders (DSM-5) chapters on anxiety, depression, stress 
disorders, substance use, and gender dysphoria were mined 
for the most frequent 10 clinical keywords. Fifteen transdi-
agnostic clinical keywords that appeared across DSM-5 
chapters (e.g., “diagnosis”) were grouped into a separate 
feature. If at least one clinical keyword was present, then the 
feature was assigned 1, otherwise 0. Six individual features 
were created. 
n-Grams 
We generated unigrams (n = 100), bigrams (n = 100), and 
trigrams (n = 100) after data preprocessing by calculating 
the term-frequency inverse document frequency (TF-IDF) 
scores to extract the top 300 n-Grams. The first author con-
ducted a close inspection of each list using domain 
knowledge to remove common but noisy words (e.g., days 
of the week), pandemic-related words (e.g., COVID-19), 
and nonsense words (e.g., amp) to increase the probability 
of the features being strong signals of minority stress. N-
Grams were coded as present (1) or absent (0). 
Sentiment Lexicon 
Sentiment is widely used in natural language processing to 
predict constructs, so a continuous feature assessing positive 
and negative sentiment was created using AFINN (Finn 
2011) and slangSD (Wu et al. 2018) lexicons. Each lexicon 
assigns a positive or negative value to each word (e.g., 
“adulting” = −1, “yummy” = +3).; words without a lexicon 
match were assigned zero. The summation of sentiment of 
each post was calculated such that higher positive values 
correspond to greater positive sentiment, lower negative val-
ues indicate greater negative sentiment, and values close to 
zero represent an overall neural or balanced sentiment. 
Hate Speech Lexicon 
Minority stress encompasses prejudiced events that are di-
rected towards SGM people (Meyer 2003), such as verbal 
violence (e.g., using offensive slurs; Saha et al., 2019). 
Thus, the Hatebase (2022) lexicon was used with string de-
tection and regular expressions to identify posts exhibiting 
English hate speech terms related to sexual minority (n = 
68) and gender minority (n = 77) groups. Hate speech 
terms were coded as present (1) or absent (0). 

Minority Stress Theoretical Lexicon 
Because LGBTQ+ people often use clinical words to de-
scribe their experiences with gender dysphoria on social me-
dia (Cascalheira et al. 2023b), and considering the perva-
siveness of minority stress (Meyer 2003), it is possible that 
this group uses other jargon-heavy words to describe their 
experiences with minority stress. Thus, several seminal pa-
pers on minority stress (Meyer 1995, 2003; Balsam et al. 
2011; Hendricks and Testa 2012) were mined for the most 
frequent keywords. Common words were removed (e.g., 
“gay”, “measure”). The first author closely inspected each 
word using domain knowledge. A single feature was created 
indicating whether terms were present (1) or absent (0). 
Pain Lexicon 
Because stress has a biological component (Epel et al. 
2018), LGBTQ+ adults may talk about their psychophysio-
logical reactions to minority stress (e.g., “discomfort”). 
Hence, a pain lexicon was used (Chaturvedi et al. 2021). 
The pain lexicon was developed using symptoms from pa-
tient-authored text, words relating to biomedical terms for 
pain, synonyms for pain from biomedical ontologies (e.g., 
The Unified Medical Language System), and word embed-
dings to find words that were similar to pain in latent lexi-
cosemantic space. The pain lexicon contains 382 terms re-
lated to psychophysiological complaints (Chaturvedi et al. 
2021). These terms were detected with regular expressions 
to determine if the psychophysiological complaint was pre-
sent (1) or absent (0).  
Psycholinguistic Attributes  
Psycholinguistic attributes have been shown to be strong 
signals of mental health constructs on social media  (Cop-
persmith et al. 2014), including minority stress (Saha et al. 
2019). Psycholinguistic attributes were generated with the 
Linguistic Inquiry and Word Count (LIWC) algorithm 
(Pennebaker et al. 2015). LIWC computes 93 features span-
ning word count, summary variables (e.g., words with at 
least six letters), linguistic dimensions (e.g., first person pro-
noun use), grammar use (e.g., if verbs are used), and psy-
chological processes (e.g., cognition, social affiliation).  
Topic Models 
Topic models are another form of open vocabulary that can 
describe constructs on social media (Schwartz et al. 2013). 
Latent Dirichlet analysis was performed with a limit of 50 
topics; inspection of an elbow plot visualizing the UMass 
coherence score and the number of topics was used to select 
10 topics as optimal (Blei et al. 2003). Each topic was added 
as a feature with values indicating its presence (1) or ab-
sence (0) in each Reddit.com post/comment.   
Word Embeddings 
Past research indicates that word embeddings are predictive 
of minority stress disclosures on social media (Saha et al 
2019). Thus, we used Word2Vec (Mikolov et al. 2013) to 
create 300 features, taking the summation of each individual 
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dimension of the Word2Vec model to create the features. 

FAIR Data Principles 
LGBTQ+ MiSSoM and MiSSoM+ are findable, accessible, 
interoperable, and reusable (FAIR). Both datasets are hosted 
on the Harvard Dataverse. All scripts used in the present pa-
per are available on GitHub. 
• https://doi.org/10.7910/DVN/GPRSXH  
• https://github.com/CJCascalheira/lgbtq_stress_dataset 
 Data are findable on the Harvard Dataverse with im-
portant keywords. The data have rich metadata and specify 
the data record identifier. 
 Data are accessible using the Harvard Dataverse. The 
metadata are always visible. Clear instructions on accessing 
LGBTQ+ MiSSoM and MiSSoM+ are provided. Specifi-
cally, anyone may download LGBTQ+ MiSSoM. To access 
LGBTQ+ MiSSoM+, qualified researchers must use the re-
quest access feature on the Harvard Dataverse. Researchers 
must disclose conflicts of interests, state their purpose for 
using the data, agree to keep the dataset off publicly acces-
sible web spaces and not share the data, agree to not sell the 
data, describe a data protection plan, list all entities who will 
use the data, and provide ethical approval (e.g., IRB) for re-
search purposes. LGBTQ+ MiSSoM+ access is managed by 
the first author. Separating the LGBTQ+ MiSSoM and MiS-
SoM+ by access levels preserves community standards of 
safety and justice among LGBTQ+ people. 
 Finally, data are interoperable and reusable. Existing 
studies using the LGBTQ+ MiSSoM+ dataset are cataloged 
on the Harvard Dataverse. All language is written in an ac-
cessible manner. Both the LGBTQ+ MiSSoM and MiS-
SoM+ are licensed under Creative Commons Attribution 4.0 
International (CC BY 4.0). 

Exploratory Data Analysis 
Exploratory data analyses were conducted to contextualize 
the LGBTQ+ MiSSoM datasets. Figures 3 and 4 show word 
clouds created using TF-IDF scores where the size of the 
word represents its prevalence in the data. The clearest dif-
ference between the positive and negative labels of compo-
site minority stress are references to time and feeling/think-
ing, respectively. Identity labels were used more in positive 
examples of minority stress, whereas relationship language 
was used more in negative examples of minority stress. 
 

 
Figure 3: Word Cloud of Positive Class 

 

 
Figure 4: Word Cloud of Negative Class 

 
Differences in Minority Stress Labels 
We conducted t-tests with the Bonferroni correction to ex-
amine differences in psycholinguistic attributes between the 
composite minority stress positive and negative label. As 
shown in Table 2, in which significantly different psycho-
linguistic attributes are organized by Cohen’s d (i.e., a meas-
ure of effect size), several significant differences emerged. 
Note that some variables tested with low Cohen’s d are not 
depicted in Table 2 due to space limitations, but can be re-
trieved from the GitHub code. In terms of meaningfully sig-
nificant differences, positive examples of minority stress 
tended to have higher word counts, discuss family experi-
ences more, reference the self more, and exhibit genuineness 
more than Reddit.com posts and comments without evi-
dence of minority stress. Negative examples, in contrast, 
tended to use an uplifting tone, focus on intellectual discus-
sions, discuss the Reddit users in self-enhancing ways, and 
ask questions. Reddit users classified as reporting minority 
stress referred to people in their lives more, told stories an-
chored in the past, referenced their home environment, and 
discussed negative emotions like anxiety. Reddit users who 
did not exhibit minority stress in their posts and comments 
were more informal, used internet idioms, and evinced 
greater positive affect. 
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Feature t D Greater Mean 
WC -14.344 0.526 Positive Class 
Family -12.868 0.463 Positive Class 
I -15.302 0.404 Positive Class 
Authentic -14.189 0.38 Positive Class 
Tone 12.441 0.375 Negative Class 
Function -16.782 0.358 Positive Class 
Analytic 12.784 0.329 Negative Class 
Pronoun -12.734 0.323 Positive Class 
Clout 11.17 0.318 Negative Class 
Ppron -12.33 0.317 Positive Class 
Home -9.143 0.309 Positive Class 
Anx -9.145 0.265 Positive Class 
Dic -13.274 0.255 Positive Class 
QMark 12.322 0.239 Negative Class 
Negemo -9.662 0.238 Positive Class 
Verb -9.251 0.233 Positive Class 
posemo 9.934 0.224 Negative Class 
negate -8.395 0.218 Positive Class 
WPS -6.57 0.211 Positive Class 
focuspast -6.78 0.2 Positive Class 
prep -7.557 0.191 Positive Class 
netspeak 8.799 0.169 Negative Class 
you 6.685 0.163 Negative Class 
informal 8.193 0.159 Negative Class 
risk -5.402 0.158 Positive Class 
AllPunc 7.69 0.152 Negative Class 
OtherP 7.888 0.145 Negative Class 
motion -5.292 0.143 Positive Class 
anger -5.364 0.141 Positive Class 
conj -5.692 0.141 Positive Class 
number 7.171 0.141 Negative Class 
see 6.234 0.139 Negative Class 
Apostro -4.76 0.129 Positive Class 
tentat 5.103 0.122 Negative Class 
ingest 5.735 0.119 Negative Class 
auxverb -4.644 0.116 Positive Class 
bio 4.793 0.114 Negative Class 
they -3.922 0.114 Positive Class 
adverb -4.445 0.108 Positive Class 
leisure 4.967 0.106 Negative Class 
sad -4.006 0.105 Positive Class 
article 4.121 0.103 Negative Class 
focusfuture -3.874 0.102 Positive Class 
cause -3.932 0.101 Positive Class 
affiliation 4.161 0.101 Negative Class 
relig -3.544 0.099 Positive Class 
we 3.617 0.094 Negative Class 
body 3.925 0.092 Negative Class 

Table 2. Significant Differences in Psycholinguistic Attrib-
utes between Posts 

 

Benchmark Performance of Supervised  
Machine Learning Models 

Four widely used supervised machine learning models, and 
one neural network used in past research on LGBTQ+ mi-
nority stress (Saha et al. 2019), were trained using an 80% 
training and 20% testing stratified split (Raschka and Mir-
jalili 2019). The following models were trained using scikit-
learn in Python: 
• Support vector machine finds an optimal decision 

boundary by maximizing margin between support vec-
tors; trained with regularization of 1 and RBF kernel.  

• Logistic regression models the relationship between in-
put variables and class probability; trained with L2. 

• Random forest is an ensemble learning method combin-
ing decision trees; trained with baseline of 100 decision 
trees. 

• Adaptive boosting (AdaBoost) is an ensemble learning 
algorithm that iteratively trains weak classifiers on 
weighted versions of data; trained with Decision-
TreeClassifier, max depth of 1, and 50 estimators. 

• Multilayer perception is a feed-forward neural network 
trained with default hyperparameters, including a hidden 
layer of 100, Adam optimizer, and ReLU activation. 

 The performance metrics of each supervised machine 
learning model are shown in Table 3. Boldface indicates the 
best value for accuracy, precision, recall, and weighted F1 
for each label across algorithms. In general, support vector 
machine, AdaBoost, and random forest yielded the best per-
formance metrics. 

Discussion 
AI scientists and health professionals now have two large 
natural language datasets to study minority stress on social 
media. The LGBTQ+ MiSSoM datasets include high-qual-
ity labels produced by best practices in qualitative coding 
and state-of-the-art deep learning. As shown in the descrip-
tive analyses, positive and negative examples of minority 
stress are syntactically and semantically different. Future re-
searchers can probe these initial descriptive analyses for 
greater nuance, perhaps examining linguistic differences 
among factors of minority stress (e.g., how does identity 
concealment differ from internalized stigma semantically?) 
or subsetting the datasets to examine minority stress disclo-
sure among specific and understudied LGBTQ+ subgroups 
(e.g., bisexual women, aromantic nonbinary people).     
 Using traditional machine learning algorithms and a neu-
ral network, we demonstrated that the features of the 
LGBTQ+ MiSSoM datasets yield excellent performance 
metrics in predicting composite minority stress as well as 
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individual factors of minority stress. In fact, our expertly-
derived features and rigorously generated ground truth la-
bels improved the prediction of composite minority stress 
(Saha et al. 2019) and factors of minority stress (Cascalheira 
et al. 2023b), and even outperformed neural network models 
(Cascalheira et al. 2022, 2023a).  

Ethical Considerations 
Ethical concerns surrounding the collection and distribution 
of information regarding the lives of LGBTQ+ individuals 
are of utmost importance to this team. Indeed, most mem-
bers of the research team proudly identify as LGBTQ+.  
 Ultimately, these datasets were created with the intent of 
providing a model for the collection and analysis of infor-
mation, regarding the experiences of LGBTQ+ individuals, 
that expands the scientific understanding of minority stress 
and promotes the development of practices that improve 
overall well-being and quality of life for LGBTQ+ people. 
 To promote a culture of ethical consideration and preser-
vation of individual dignity, the research team took the fol-
lowing steps during the research process. Creation of the 
LGBTQ+ MiSSoM datasets were guided by the ethical 
codes of the American Psychological Association (2017) 
and the Association for the Advancement of Artificial Intel-
ligence (2019). As recommended in digital work with 
LGBTQ+ people (Cascalheira et al. 2023c), the research 
team consisted of and involved members of the LGBTQ+ 
community throughout the research process to informally 
assess acceptability. Reddit was chosen as the social media 
platform for this development of the datasets to capitalize on 
the increased anonymity of its LGBTQ+ users (Leavitt 
2015). We developed two separate datasets with different 
access levels in an effort to reduce the likelihood of it being 
accessed by malicious actors.  
 As with all electronic data of a sensitive nature, the pos-
sibility for misuse or misrepresentation of these datasets 
(with or without the intent to cause harm) remains. After 
careful consideration, the team has determined the likeli-
hood of these potential harms to be no greater than the in-
herent minimal risk for Reddit users posting on the site.  

Limitations 
There are several limitations of the LGBTQ+ MiSSoM da-
tasets. First, there was an absence of hyperparameter tuning 
(e.g., grid search), which could have improved benchmark 
performance of the binary classification task. Second, all 
posts and comments included in these datasets are assumed 
to be generated by humans. We did not verify the humanity 
of Reddit users despite the presence of bots in previous 
LGBTQ+ research  recruiting participants from social media 
platforms (Simone et al. 2023). Third, and relatedly, we as-
sumed that Reddit users in these datasets were LGBTQ+ un-
less they named themselves as an ally. It was not feasible to 

verify each Reddit user’s LGBTQ+ identity. Additionally, 
as noted previously, we did not have access to post titles 
during the coding process. Finally, although Reddit.com 
was an excellent starting point for dataset creation given its 
culture of anonymity (Leavitt 2015), these data are a product 
of the linguistic and cultural norms of content creation on 
Reddit.com, and they cannot be assumed to represent the en-
tirety of thoughts and opinions of the LGBTQ+ population. 
LGBTQ+ people use different social media websites to ful-
fill unique, platform specific needs (Craig et al. 2021). Thus, 
training AI models with the MiSSoM datasets is a good start,  
especially considering the lack of similar datasets available, 
but results may not transfer easily to other forms of social 
media (e.g., X, Facebook) or other kinds of natural language 
(e.g., text messages). 

Conclusion 
In this paper, a team of mental health clinicians, LGBTQ+ 
health experts, and computer scientists developed two da-
tasets: (1) the publicly available LGBTQ+ MiSSoM dataset 
and (2) the restricted, request-only version of the dataset, 
LGBTQ+ MiSSoM+. Both datasets have seven labels re-
lated to minority stress, including an overall composite label 
and six sublabels. The LGBTQ+ MiSSoM datasets are of-
fered to the AI community in hopes of improving AI re-
search with LGBTQ+ people, expanding research on minor-
ity stress detection, and developing interventions that target 
minority stress to support the positive health and well-being 
of LGBTQ+ individuals.  
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Algorithm  Label Accuracy Precision Recall F1 (Weighted) 

Support  
Vector  
Machine 

Minority Coping 0.936 0.908 0.936 0.906 
Prejudiced Event 0.948 0.936 0.948 0.926 
Expected Rejection 0.972 0.962 0.972 0.959 
Identity Concealment 0.980 0.961 0.980 0.971 
Internalized Stigma 0.963 0.941 0.963 0.946 
Gender Dysphoria 0.946 0.939 0.946 0.940 
Minority Stress 0.874 0.859 0.874 0.851 

Logistic  
Regression 

Minority Coping 0.935 0.891 0.935 0.905 
Prejudiced Event 0.946 0.925 0.946 0.929 
Expected Rejection 0.972 0.954 0.972 0.959 
Identity Concealment 0.979 0.961 0.979 0.970 
Internalized Stigma 0.963 0.928 0.963 0.946 
Gender Dysphoria 0.936 0.921 0.936 0.923 
Minority Stress 0.863 0.842 0.863 0.839 

Random  
Forest 

Minority Coping 0.936 0.940 0.936 0.905 
Prejudiced Event 0.947 0.950 0.947 0.921 
Expected Rejection 0.972 0.945 0.972 0.958 
Identity Concealment 0.981 0.961 0.981 0.971 
Internalized Stigma 0.964 0.928 0.964 0.946 
Gender Dysphoria 0.937 0.936 0.937 0.913 
Minority Stress 0.864 0.862 0.864 0.821 

AdaBoost 

Minority Coping 0.928 0.905 0.928 0.913 
Prejudiced Event 0.949 0.939 0.949 0.942 
Expected Rejection 0.971 0.961 0.971 0.964 
Identity Concealment 0.977 0.967 0.977 0.971 
Internalized Stigma 0.960 0.942 0.960 0.948 
Gender Dysphoria 0.950 0.945 0.950 0.947 
Minority Stress 0.873 0.862 0.873 0.866 

Multilayer  
Perceptron  

Minority Coping 0.925 0.912 0.925 0.917 
Prejudiced Event 0.941 0.936 0.941 0.938 
Expected Rejection 0.965 0.956 0.965 0.960 
Identity Concealment 0.974 0.966 0.974 0.970 
Internalized Stigma 0.959 0.948 0.959 0.952 
Gender Dysphoria 0.939 0.940 0.939 0.940 
Minority Stress 0.873 0.866 0.873 0.869 

Table 3. Performance Metrics of Supervised Machine Learning 
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