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Abstract

The objective of suicide risk detection on social media is to identify individuals who may attempt suicide and determine their suicide risk level based on their online behavior. Although data-driven learning models have been used to predict suicide risk levels, these models often lack theoretical support and explanation from psychiatric research. To address this issue, we propose the incorporation of professional psychiatric scales into research to provide theoretical support and explanations for our model. Our proposed Scale-based Neural Network (SNN) architecture aims to extract content associated with scales from the posting history of social media users to predict their suicide risk level. Additionally, our approach provides scale-based explanations for the model’s predictions. Experimental results demonstrate that our proposed method outperforms several strong baseline methods and highlights the potential of combining psychiatric scales and computational techniques to improve suicide risk detection.

Introduction

Suicide is a major global public health concern, ranking among the top twenty leading causes of death worldwide. According to the World Health Organization, approximately 800,000 people lose their lives to suicide annually (Organization et al. 2019). The recent COVID-19 pandemic has further exacerbated this issue, resulting in a surge in suicide rates attributed to economic downturns and social unrest (Sher 2020; Chan, Sahimi, and binti Mokhzani 2022; Torjesen 2020; John et al. 2020). Consequently, governments and healthcare organizations worldwide have made preventing suicide a top priority. The study of automatic suicide risk detection is an essential tool to tackle this issue.

Social media provides an outlet for individuals with suicidal ideation to express their thoughts and intentions, which they may keep hidden from their loved ones (Park, McDonald, and Cha 2021; Coppersmith et al. 2018; De Choudhury et al. 2013). Computational methods offer an avenue to automatically identify groups at risk of suicide on social media. Specifically, suicide risk detection involves classifying users into five risk levels based on their posts within a specified time frame, thereby framing it as a classification problem.

Several methods have been proposed for detecting suicide risk on social media, using both traditional machine learning and deep learning techniques (Sawhney et al. 2018; Gaur et al. 2019; Sawhney et al. 2021a; Zirikly et al. 2019). Previous research has primarily focused on improving the performance of suicide risk detection models. Nevertheless, these models often lack explainability and professional theoretical foundations, which renders them often similar to a black box, and consequently raises challenges for users, such as psychiatrists, to trust and accept the generated alerts.

To enhance our model’s reliability and explainability, we propose integrating traditional psychiatric research findings with emerging computational techniques. Specifically, our computational model is guided by the use of professional psychiatric scales. In our study, we utilize the Nurse Global Assessment of Suicide Risk (NGASR) scale, which is a scale widely used by psychiatric professionals because of its relative objectivity and ease of use (Walsh M. 1988). The NGASR comprises 15 items that psychiatric professionals assess and assign scores to determine an individual’s suicide risk level. Figure 1 illustrates how our model simulates this
process by associating each item on the scale with a user’s post. Ultimately, the model predicts the score by integrating all relevant posts for each item. By considering all items in the scale, the model determines their suicide risk level. For instance, a user’s post such as “I might not have any friends” might relate to the item “Social Function Withdrawal”. Finally, the model aggregates the results from each item to predict the user’s suicide risk level.

To this end, we propose using a Scale-based Neural Network (SNN) with three stages: scale items representation, suicide evidence matching, and risk level prediction, to predict an individual’s suicide risk level by modeling the various items in the scale. The stage of scale items representation requires using template sentences to represent items in NGASR, and we use a prototyping learning method to enhance the quality of their representations. After the scale items representation, we evaluate each item based on the user’s posts and score them accordingly. Eventually, we predict the individual’s suicide risk level based on the evaluation outcomes obtained during the suicide evidence matching stage. The integration of a professional psychiatric scale improves the performance and explainability of our model. We conduct extensive experiments to demonstrate the superiority of our model over strong baseline models.

Our contributions are as follows:

• We propose integrating findings from conventional psychiatric research with modern computational techniques applied to social media and suggest the inclusion of a professional psychiatric scale to detect suicide risk in social media.

• We propose a novel model, the SNN, that integrates traditional psychiatric research scales with emerging computational technologies and investigate its performance.

• We conduct a series of experiments that demonstrated the advantages of SNN. Our experiments highlight the meaningful benefits of integrating computational techniques with traditional psychiatric tools.

Related Work

In this section, we review the related work in two interconnected yet distinct subdomains: psychological problem detection on social media, and suicide risk detection. While suicide risk detection is a specific and critical aspect of psychological problem detection, it demands a unique set of approaches and techniques due to the complex nature and severity of the issue.

Psychological Problem Detection On Social Media

We discuss the use of social media data analysis in the study of prevalent psychological issues, such as depression, anxiety, schizophrenia, and more. Contemporary people like to share their lives on social media. At the same time, this information reveals their inner activity and self-character, which can provide very little information to the model. Recently, researchers have carried out a large number of studies analyzing users’ psychology on social media using computing techniques. It has been proposed that social media data can be used to detect a variety of mental disorders, such as depression, PTSD, and anxiety (Choudhury et al. 2013; Coppersmith et al. 2015). Many researchers have attempted to detect depression among social media users. Depression detection has seen improvements through the use of both Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN), which have independently yielded more accurate results than traditional methods (Husseini Orabi et al. 2018). The CLPsych-2015 task challenge proposed the detection of post-traumatic stress disorder (PTSD) and depression by participating teams (Coppersmith et al. 2015). Given the long posting history of users and the amount of useless information contained, a summary approach and reinforcement learning methods have been used to extract the most relevant information about depression (Zogan et al. 2021; Gui et al. 2019). To provide a more fine-grained classification of depression, four levels (non-depression, mild, moderate, and severe) have been proposed instead of just two (non-depression and depression) (Naseem et al. 2022). Psychological studies have shown that users with depression exhibit specific behaviors on social media, so both user behaviors and posts are combined as features (Zogan et al. 2022). The language model has also been used to detect anxiety disorders in Twitter users (Owen, Camacho-Collados, and Anke 2020).

Suicide Risk Detection

Researchers have employed data from diverse sources and various statistical learning techniques to detect suicide risk. Some studies have explored the prediction of patients’ suicide risk through professional electronic health records (EHRs) (Rawat et al. 2022). Suicide notes have been analyzed to assess the impact of loneliness and despair on suicide (Ghosh, Ekbal, and Bhattacharyya 2022). The social media suicide risk dataset has been constructed by collecting Reddit posts and having them labeled by psychologists (Shing et al. 2018). Adhering to psychological standards, researchers have classified suicide risk into five levels and compared the performance of different models (Gaur et al. 2019). Considering the vast amount of unlabeled data online, researchers have employed unsupervised learning to categorize information related to potential suicide risk on social media (Parraga-Alava et al. 2019). During the shared task Clpsych-2019, the best results are achieved by using pre-trained models and psychological features (Zirikly et al. 2019). Ordinal loss functions have been proposed as an alternative to cross-entropy loss functions for training models (Sawhney et al. 2021a). With the advancement of graph neural networks, social graph networks have been suggested to investigate the spread of suicidal thoughts on social media (Sawhney et al. 2021b, 2022). Several researchers currently investigate techniques for identifying and incorporating psychological characteristics linked to suicide, such as emotional stability, mental anxiety, negative life events, and stress, among others (Sawhney et al. 2021a; Guzman-Nateras et al. 2022; De Choudhury and Kiciman 2017; Lee et al. 2022).

Our work introduces a comprehensive suicide risk scale, a direct and widely-accepted professional tool. This tool dif-
Figure 2: SNN’s overview. The SNN consists of three stages, namely scale item representation, suicide evidence matching, and risk level prediction.

Three-stage Scale-based Neural Network

For a user $U_i$ who has made posts $P_i = p_{i1}, \ldots, p_{IL}$, where $p_{ij}$ represents the $j$-th post generated by $U_i$, the goal of suicide risk detection is to predict the suicide risk level, denoted by $y_i \in [0, 4]$. In this study, we categorize users into one of five classes based on their suicide risk level: Supportive (SU), Suicidal Indicator (IN), Suicidal Ideation (SI), Suicidal Behavior (BR), and Actual Attempt (AT).

The SNN architecture, as depicted in Figure 2, consists of three stages: scale item representation, suicide evidence matching, and risk level prediction. This model takes the user’s posting history as input. Firstly, the scale item representation module encodes items in psychiatric scales into item embeddings. Next, the suicide evidence matching module utilizes these item embeddings to extract relevant posts related to each item in the psychiatric scales and scores them accordingly. Finally, the risk level prediction module leverages the output of the previous stage to predict the suicide risk level.

Scale Item Representation

As shown in Table 1, based on the content reflected in the scale, there are a total of 15 scale items in NGASR. In this section, we aim to represent them using item embeddings, which will later be used to search for evidence of suicide risk in a user’s posting history.

Item Templates Each item in the scale is presented as a simple and clear phrase, which is convenient for experts to use, but unsuitable for modeling. As shown in Table 1, each scale item is actually just an indicative noun in the scale, such as “Psychiatric History”, which may offer very little information to the model. To address this issue, we have developed a collection of 300 concise and straightforward template sentences, based on psychiatric expertise, to represent 15 different items (denoted as $t_i$). These templates are not derived from the Reddit dataset or any other data sources. Instead, they have been curated based on psychiatric expertise. Each template sentence is a statement that captures the essence of the item in the scale. For instance, the template sentence “I have attempted suicide” corresponds to the “History of Suicide Attempts” item, while “I am experiencing severe depression” represents the “Psychiatric History” item. Examples of different items and their corresponding templates are provided in Table 1.
improving the distinguishability of the item embeddings. By template sentence embeddings around the item embeddings, the prototype learning approach results in a more concentrated distribution of embeddings for each class. As depicted in Figure 2, the prototype learning approach allows the network to create representative prototypes based on templates, which allows the network to create representative prototypes designed specifically for few-shot learning, effectively representing each item in the scale using a limited number of templates. Our approach aims to represent them in a metric-based manner, which allows the network to create representative prototypes for each class.

To overcome these challenges, we finetune the BERT model to represent each item using the templates. Specifically, we calculate the attention score mechanism also determines the contribution of each post to the scale item representations. At this stage, the SNN identifies posts related to the scale items and provides a score for each item. The SNN extracts evidence closely related to the scale to support the detection of suicidal risk in users. The evidence here is posts directly linked to the scale items, which can verify the presence of several items in the scale. Figure 2 displays the post embeddings produced by a BERT model after prototype learning. BERT generates post embeddings by transforming each user’s post into a post embedding \( p \) using the following function:

\[
p = f_\phi(p)
\]

To associate each post with the 15 scale items, we use an attention mechanism that calculates the weighted sum of the retrieved post embeddings with the scale item embeddings to generate an evidence embedding for each scale item. This mechanism also determines the contribution of each post to each scale item. Specifically, we calculate the attention score \( \alpha_{ij} \) for each post embedding \( p_j \) and scale item embedding \( r_i \) using the equation:

\[
e_{ij} = \frac{r_i^\top \cdot p_j}{\sqrt{d}}
\]

\[
\alpha_{ij} = \frac{\exp(e_{ij})}{\sum_k \exp(e_{ik})}
\]

\[
h_i = \sum_j \alpha_{ij} \cdot p_j
\]

Adopting this approach, BERT can generate more distinct and meaningful embeddings for each item. The mathematical representation of this procedure is as follows:

\[
r_k = \frac{1}{|T_k|} \sum_{t_i \in T_k} f_\phi(t_i)
\]

where \( T_k \) refers to the set of templates for the \( k \)-th scale item, \( t_i \) denotes the \( i \)-th template sentence in \( T_k \), and \( f_\phi \) represents the BERT model. The resulting \( r_k \) represents the item embedding of the \( k \)-th item. We will not delve into the specific steps of prototype learning as described in other papers (Snell, Swersky, and Zemel 2017); instead, we present the loss function of prototype learning. The specific loss function is as follows:

\[
l = -\frac{1}{15} \sum_{k=1}^{15} \sum_{t_i \in T_k} \log \left( \frac{\exp\left(\rho(f_\phi(t_i), r_k)\right)}{\sum_k \exp(\rho(f_\phi(t_i), r_k))} \right)
\]

where the distance function used is the cosine distance function, denoted as \( \rho \). Using prototype learning, this approach of representing scale items is anticipated to produce more precise and distinguishable item embeddings.

### Suicide Evidence Matching

At this stage, the SNN identifies posts related to the scale items and provides a score for each item. The SNN extracts posts from the user’s social media history that are directly related to the scale items and attempts to assign a score to each item, thereby enhancing confidence in the reliability of our model.

### Evidence for Scale Items

The aim of this section is to collect evidence closely related to the scale to support the detection of suicidal risk in users. The evidence here is posts directly linked to the scale items, which can verify the presence of several items in the scale. Figure 2 displays the post embeddings produced by a BERT model after prototype learning. BERT generates post embeddings by transforming each user’s post into a post embedding \( p \) using the following function:

\[
p = f_\phi(p)
\]

Subsequently, we focus to represent each item using the templates.

### Scale Item Representation By Prototype Learning

To effectively represent each item in the scale using a limited number of templates, our approach is to represent them in a meaningful way. Although averaging all template sentence embeddings from the BERT model is a straightforward representation approach based on templates, it has limitations. Directly averaging these embeddings could lead to inadequate differentiation among the item embeddings, posing challenges in achieving representative item embeddings for the scale.

To overcome these challenges, we finetune the BERT model before the formal training of our model and adopt a prototype learning approach. Prototype learning is a metric-based technique designed specifically for few-shot learning, which allows the network to create representative prototypes for each class. As depicted in Figure 2, the prototype learning process results in a more concentrated distribution of template sentence embeddings around the item embeddings, improving the distinguishability of the item embeddings. By

<table>
<thead>
<tr>
<th>Scale Item</th>
<th>No. of templates</th>
<th>Template Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Despair</td>
<td>20</td>
<td>I feel hopeless about life.</td>
</tr>
<tr>
<td>Hallucinations</td>
<td>20</td>
<td>I have horrible voices in my head.</td>
</tr>
<tr>
<td>Recent Negative Life Events</td>
<td>20</td>
<td>I am unemployed, unfortunately.</td>
</tr>
<tr>
<td>Loss of Interest</td>
<td>20</td>
<td>I am not interested in anything.</td>
</tr>
<tr>
<td>Social Function Withdrawal</td>
<td>20</td>
<td>I avoid people around me.</td>
</tr>
<tr>
<td>Family History of Suicide</td>
<td>20</td>
<td>My father committed suicide.</td>
</tr>
<tr>
<td>Losing Close Relationship</td>
<td>20</td>
<td>I lost my best friend.</td>
</tr>
<tr>
<td>Psychiatric History</td>
<td>20</td>
<td>I suffer from depression.</td>
</tr>
<tr>
<td>History of Suicide Attempts</td>
<td>20</td>
<td>I have tried suicide.</td>
</tr>
<tr>
<td>Suicide Plan</td>
<td>20</td>
<td>I have a suicide gun ready.</td>
</tr>
<tr>
<td>Alcohol and Drugs</td>
<td>20</td>
<td>I drink and smoke marijuana a lot.</td>
</tr>
<tr>
<td>Low Socioeconomic Status</td>
<td>20</td>
<td>I am a poor man.</td>
</tr>
<tr>
<td>Advanced Disease</td>
<td>20</td>
<td>I have cancer and I'm dying.</td>
</tr>
<tr>
<td>Talking about Suicide</td>
<td>20</td>
<td>Suicide can be a beautiful thing.</td>
</tr>
<tr>
<td>Widow or Widower</td>
<td>20</td>
<td>I am a widow.</td>
</tr>
</tbody>
</table>

Table 1: 15 scale items in NGASR and their templates
where, \( \hat{h}_i \) represents the evidence embedding that is obtained by the weighted summation of all post embeddings related to the scale item \( r_i \), and \( d \) denotes the dimension of \( r_i \) and \( p_j \). The attention score \( \alpha_{ij} \) specifies the contribution of the \( j \)-th post embedding to the evidence embedding for the \( i \)-th scale item.

The attention score enables us to identify posts directly related to the scale. Additionally, we employ a function to score each item on the scales, which is based on evidence embeddings \( h \) extracted from users’ social media posting histories. We analyze all posts and combine the evidence embeddings from the posts with the item embeddings to score each item.

**Scores for Scale Items** The aim of this section is to integrate the scale item with users’ posting history and assign a score to each item. To facilitate human understanding, the scores should be independent of each other and presented within a specific range. To calculate the scores, we choose the cosine similarity function since it returns values within the range of \([-1, 1]\).

As illustrated in Figure 2, we apply the cosine similarity function, which ensures that the scores of one scale item do not influence others, and multiple items can be severe at the same time. The computation is detailed in the following equation:

\[
\text{score}_i = \frac{r_i \cdot \hat{h}_i}{\|r_i\| \cdot \|\hat{h}_i\|} \tag{7}
\]

In addition to facilitating explainability, the score can aid us in achieving a more refined representation. To derive the final deep representation of the user and scale, we employ the following equation:

\[
\hat{h}_i = \text{Relu}(W(h_i \cdot \text{score}_i + r_i) + b) \tag{8}
\]

where, \( W \in R^{h \times d} \) and \( b \in R^h \) are learnable parameters, and \( h \) is the dimension of \( \hat{h}_i \). We add \( r_i \) and \( \text{score}_i \cdot \hat{h}_i \) to obtain the further representation \( \hat{h}_i \). The item embedding \( r \) is directly involved in the representation \( \hat{h}_i \).

Our model is capable of identifying posts that are relevant to specific scale items, determining a score for each item, and it enhances transparency, comprehensiveness, and reliability by employing a scale-based method, thus improving upon previous models. Finally, the model predicts the level of suicide risk by aggregating the information collected during the assessment.

**Risk Level Prediction**

Having obtained the evidence and scores of each scale item, our model is able to predict a user’s suicide risk level. At this stage, the model employs an attention mechanism to generate the final representation using the following equations:

\[
\beta_i = \frac{\exp(v^T \cdot \hat{h}_i)}{\sum_{j=1}^{15} \exp(v^T \cdot \hat{h}_j)} \tag{9}
\]

\[
\hat{y}_{\text{all}} = \sum_{i=1}^{15} \beta_i \cdot \hat{h}_i \tag{10}
\]

where \( v \in R^h \) represents a learnable parameter employed to weigh all representations.

The attention mechanism weighs the summation of \( \hat{h}_1, \cdots, \hat{h}_{15} \), which is subsequently fed into a feedforward neural network (FFN) for classification:

\[
\hat{y} = \text{FFN}(\hat{y}_{\text{all}}) \tag{11}
\]

where \( \hat{y} \in R^5 \), and \( \hat{y}_i \) denotes the predicted probability of the label being \( i \). The goal is to minimize the cross-entropy error for each user, in comparison with the ground-truth label \( y \):

\[
l = -\sum_{i=0}^{4} y_i \cdot \log \left( \frac{\exp(\hat{y}_i)}{\sum_{j=1}^{5} \exp(\hat{y}_j)} \right) \tag{12}
\]

This model predicts suicide risk levels, enabling psychiatric professionals to validate the \( \hat{y} \) values predicted by the model.

**Experimental Setups**

**Datasets**

We use a Reddit dataset (Gaur et al. 2019), which consists of the posting history of 500 users collected from Reddit. Four practitioner psychiatrists perform annotation following the guidelines of the C-SSRS (Posner et al. 2008).

The entire dataset is classified into five user categories. According to psychological research, the suicide process can be classified into four stages: the emergence of suicidal triggers, suicidal ideation, possible suicidal actions, and the decision to commit suicide. Accordingly, the dataset has four categories: Suicidal Indicator (IN), Suicidal Ideation (SI), Suicidal Behavior (BR), and Actual Attempt (AT). The users who are considered to be at no risk but likely to offer support to those with suicidal tendencies on Reddit are labeled as Supportive (SU) in the dataset. The dataset distribution is presented in Table 2.

<table>
<thead>
<tr>
<th>Suicide Risk Class</th>
<th>No. of User</th>
<th>Avg. No. of posts</th>
<th>Avg. No. of words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supportive (SU)</td>
<td>108</td>
<td>20.00</td>
<td>67.72</td>
</tr>
<tr>
<td>Suicidal Indicator (IN)</td>
<td>99</td>
<td>17.18</td>
<td>72.21</td>
</tr>
<tr>
<td>Suicidal Ideation (SI)</td>
<td>171</td>
<td>24.55</td>
<td>73.81</td>
</tr>
<tr>
<td>Suicidal Behavior (BR)</td>
<td>77</td>
<td>19.70</td>
<td>63.56</td>
</tr>
<tr>
<td>Actual Attempt (AT)</td>
<td>45</td>
<td>17.81</td>
<td>85.90</td>
</tr>
</tbody>
</table>

Table 2: Statistical characteristics of the dataset. Each class is named according to psychology.

The data is stratified into a ratio of 4:1, resulting in a training set of 400 users and a testing set of 100 users. To ensure the robustness of our experiments, we perform 5-fold hold-out cross-validation on the train set, where each fold comprises 80 users. The test set is initially held out and used for
final evaluation. To account for the variance in results, we conduct multiple runs of each experiment, initializing the random seed differently each time. Our experiments are repeated 20 times, and we report the average of the results obtained.

**Evaluation Metrics**

For the evaluation metrics, the traditional evaluation metrics are modified when the datasets and tasks are proposed (Gaur et al. 2019). They alter the formulation of False Negatives (FN) and False Positives (FP). Meanwhile, Graded Precision and Graded Recall are presented. FN is modified as the ratio of the number of times the predicted level of $k^p$ is less than the actual risk level $k^a$ over the size of test data $N_T$. FP is the ratio of the number of times the predicted risk $k^p$ is greater than the actual risk $k^a$.

\[
FN = \frac{\sum_{i=1}^{N_T} I(k^a_i < k^p_i)}{N_T} \tag{13}
\]
\[
FP = \frac{\sum_{i=1}^{N_T} I(k^a_i > k^p_i)}{N_T} \tag{14}
\]

The Graded Precision and Graded Recall use the newly defined FP and FN.

**Implementation Details**

We use the following hyperparameters: a hidden state size of 256 features and a dropout rate of 0.7. Firstly, we conduct prototype learning on the BERT language model to ensure reliable generation of item embeddings. The learning rate for this task is set to 3e-4. Next, during overall tuning training, we fine-tune the language model with a learning rate of 1e-6, while other components are fine-tuned with a learning rate of 1e-4. We implement all methods using PyTorch 1.10 and optimize them with AdamW (Loshchilov and Hutter 2019) using a batch size of 8 and weight-decay of 1e-3. To handle user histories of different lengths, we store post-embedding sequences as packed padding sequences. We trained the model on Nvidia A100 GPUs for 50 epochs and applied early stopping with a patience of 5 epochs.

**Comparison Methods**

We compare our approach with several existing methods, including those based on traditional neural networks and pre-trained models. Many of these methods have been previously employed by researchers.

- **Contextual CNN** (Gaur et al. 2019): This method utilizes Convolutional Neural Networks (CNN) to address the task of suicide detection, as suggested by prior studies.
- **BiLSTM+Attention** (Sawhney et al. 2021a): This model employs Bidirectional Long Short-Term Memory (BiLSTM) to capture the post sequence and incorporates an attention mechanism to focus on specific posts for suicide risk detection.
- **BERT+Max Pooling**: This model encodes the posts using BERT and applies max pooling directly.
- **BERT+Average Pooling**: Similar to the above model, this approach employs BERT encoding and performs average pooling directly.
- **ContextBERT** (Matero et al. 2019): The ContextBERT model achieves the best performance in the task of detecting suicide risk at CLPsych 2019. It incorporates a large number of psychological user features to detect suicide risk. It utilizes BERT to encode Reddit posts and models the user’s posting sequence and user features using Gated Recurrent Units (GRU).
- **SISMO** (Sawhney et al. 2021a): The SISMO model utilizes the differences in suicide risk level labels to design an ordinal loss function and encode the posts using Longformer (Beltagy, Peters, and Cohan 2020).
- **SASI** (Sawhney, Neerkaje, and Gaur 2022): The SASI model incorporates a risk avoidance mechanism, enabling it to refrain from making predictions when uncertainty arises regarding suicide risk.

To ensure consistency in our comparison, all models, except for Contextual CNN and SISMO, are encoded using BERT. The Glove word vector (Pennington, Socher, and Manning 2014) is used in the CNN model, while Longformer is employed in SISMO.

**Results**

**Comparison Result**

As shown in Table 3, results demonstrate that our method outperforms all the competitive baselines in the suicide risk detection task. In addition to overall performance improvement, as illustrated in Figure 3, the confusion matrix highlights the effectiveness of the SNN model in identifying high-risk users.

<table>
<thead>
<tr>
<th>Model</th>
<th>Graded Recall</th>
<th>Graded Precision</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contextual CNN</td>
<td>0.52</td>
<td>0.69*</td>
<td>0.59</td>
</tr>
<tr>
<td>BiLSTM+Attn</td>
<td>0.57</td>
<td>0.63</td>
<td>0.60</td>
</tr>
<tr>
<td>Bert+Avgpooling</td>
<td>0.59</td>
<td>0.56</td>
<td>0.57</td>
</tr>
<tr>
<td>Bert+Maxpooling</td>
<td>0.54</td>
<td>0.57</td>
<td>0.55</td>
</tr>
<tr>
<td>ContextBERT</td>
<td>0.59</td>
<td>0.61</td>
<td>0.60</td>
</tr>
<tr>
<td>SISMO</td>
<td>0.61</td>
<td>0.66</td>
<td>0.64</td>
</tr>
<tr>
<td>SASI</td>
<td>0.62</td>
<td>0.67</td>
<td>0.66</td>
</tr>
<tr>
<td>SNN</td>
<td>0.73*</td>
<td>0.68*</td>
<td>0.70*</td>
</tr>
</tbody>
</table>

Table 3: Main results of the experiments. The best results have been bolded. * indicates result is statistically significant compared to SASI.

**Overall Performance**

As depicted in Table 3, our model outperforms all baseline models in terms of recall and F-Score. Our model’s explicit incorporation of scales enables more accurate identification of users with different suicide risk levels, reducing prediction errors. Although our model ranks second in terms of precision, the difference between our model’s precision and the top-performing model is very small. These results demonstrate the effectiveness of our explicit modeling of scales in detecting users at risk for suicide.
**High-Risk Detection** In real-world applications, individuals actively involved in suicidal behavior (BR) or those attempting suicide (AT) are categorized as high-risk users, while individuals displaying suicidal ideation (SI) are classified as mid-risk users. All remaining individuals (IN, SU) are deemed low-risk users. Precisely identifying high-risk users is vital in real-world applications, as detecting more high-risk individuals can potentially save lives. Thus, we examine our models’ capacity to distinguish between different levels of suicide risk.

Figure 3 illustrates a comparative analysis of the confusion matrix obtained from our proposed model and three other well-performing models. The experimental results clearly indicate that the remaining models exhibits limited proficiency in identifying high-risk users, particularly when it comes to detecting individuals attempting suicide (AT). In contrast, our model demonstrates significant efficacy in accurately detecting high-risk users. Our model enhances the identification of both AT and BR users. SNN is able to differentiate subtle differences in various suicide risk levels, while remaining models hardly recognize high-risk user especially AT users. The introduction of psychiatric scales has greatly aided the model in better distinguishing different levels of suicide risk.

**Ablation Study**

Some ablation experiments are conducted to analyze the contribution of each part of the model. The experiments are conducted for several purposes, including the validation of the necessity of item embeddings and suicide evidence matching. The contribution of each part of the model is analyzed to gain insights into how it affects the overall performance of the model.

- **scale item embedding**: We use average pooling template embeddings to replace item embeddings.
- **scale item templates**: Instead of using item embeddings obtained from multiple templates, we utilize a single one, five, or ten templates.
- **suicide evidence matching**: We do not assign a score to each item on the scale. Instead, we directly feed each evidence embedding into the final risk level prediction.

**Table 4: Results of our ablation experiments**

<table>
<thead>
<tr>
<th>Model</th>
<th>Graded Recall</th>
<th>Graded Precision</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNN</td>
<td>0.73</td>
<td>0.68</td>
<td>0.70</td>
</tr>
<tr>
<td>−scale item embedding</td>
<td>0.66</td>
<td>0.63</td>
<td>0.65</td>
</tr>
<tr>
<td>−scale item templates(half)</td>
<td>0.70</td>
<td>0.64</td>
<td>0.67</td>
</tr>
<tr>
<td>−scale item templates(quarter)</td>
<td>0.64</td>
<td>0.59</td>
<td>0.62</td>
</tr>
<tr>
<td>−scale item templates(single)</td>
<td>0.63</td>
<td>0.57</td>
<td>0.60</td>
</tr>
<tr>
<td>−suicide evidence matching</td>
<td>0.68</td>
<td>0.66</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Table 4 shows the results of our ablation experiment. The findings indicate that item embeddings are superior to average pooling template embeddings. Moreover, the results of using a single template are similar to the method without templates at all. As the number of templates increases, the model performance continues to improve. We believe that if more templates are provided, our model will obtain a stronger representation of item semantics and thus enable further performance improvements. This indicates that our scale contributes to the model’s ability to detect suicide risk. Incorporating suicide evidence matching enhances the interaction between item embeddings and evidence embeddings, improving the model’s ability while also providing a more detailed explanation of the results.

**Explainability Study**

We believe our model will be able to provide its explanations based on attention mechanisms and scale scores. Due to the lack of consensus on the definition and understanding of explainability, evaluating explainability is challenging without standards. We attempt to study the explainability of our model through expert evaluation and case studies.
Figure 4: Two cases of SNN predictions. SNN can be explained as a primary assessment of a user’s suicide risk on social media. The sentences that could reflect suicide risk have been marked in red. We present the top five highest-scoring items and linked each post to its corresponding item. The histogram also displays the scores for each item.

Matching Accuracy Evaluation  Two psychiatry experts were involved in evaluating the model’s ability to match posts with scale items. The evaluation primarily focused on the top five ranked items generated by the model, alongside their corresponding posts that had the highest attention scores. The experts were provided with these posts and the corresponding item scores for analysis. The accuracy of the matching was validated by assessing the agreement between the experts and the model’s accurate matching of the posts to the scale items. The experts reviewed 631 posts obtained from the posting history of 100 users and analyzed their corresponding scale items. If the experts determined the matches to be correct, the results were validated.

The averaged matching accuracy of our model was 79%, indicating that in 79% of cases, the model accurately associated the scale items with the posts (Kappa = 0.87). In the majority of cases, our model accurately established the correlation between the psychiatric scale and the user’s posting history, offering plausible explanations. However, in some cases, the model might have made mistakes. Based on expert evaluation, we identified that a limited understanding of implicit semantics was the primary factor responsible for these limitations. To illustrate this, let’s examine the following statement: “Friend, please stop contacting these people. I know you don’t want to be in touch with anyone anymore.” In this case, the model failed to recognize that the user was giving advice to someone and incorrectly associated it with “Social Function Withdrawal”. It could be seen that modeling for scales is meaningful. In the future, we believe it will be necessary to add more templates for scale items.

Case Study for Explainability

In order to demonstrate the ability of SNN to elucidate suicide risk detection outcomes, we present suicide risk results generated by our model using two cases. We show the top five rated scale items from the model output, as well as the posts with their highest attention scores. These are the factors that the model considers important. These cases serve to illustrate how we interpret the model’s predictions.

As depicted in Figure 4, the model’s suicide risk prediction is contingent upon the evidence of scale items and their scores. For instance, posts containing the phrase “I have bipolar disorder” from user-2 are considered as evidence for the scale item “Psychiatric History.” Subsequently, the model assesses the score of “Psychiatric History” based on the entirety of the evidence for the scale item. It becomes evident that “Psychiatric History” constitutes a significant scale item, in alignment with our model’s prediction. Ultimately, the model forecasts that user-2 belongs to the BR user group, which corresponds to the actual label.

By comparing user-1 and user-2, two cases representing different suicide risk levels, it becomes apparent that the model accurately discerns the distinctions between them. User-2 demonstrates scale items that are more prominent and contribute to a higher risk of suicide in comparison to user-1. Users at high risk, such as user-2, consistently have scale items that are more severe than users at low risk, like user-1, thus indicating that the explanation provided by our model is reliable.

The analysis of case studies demonstrates that our model possesses greater transparency and explainability compared to previous models. Our SNN model accurately associates...
scale items with relevant evidence posts and effectively determines the importance of these scale items. This enhanced transparency contributes to a more comprehensive understanding of the decision-making process of the model.

**Broader Impact and Ethical Considerations**

This study aims to improve suicide risk detection on social media by incorporating a professional psychiatric scale into the proposed SNN model. While our research has the potential to provide valuable benefits to society, it also raises several ethical considerations and possible negative outcomes that need to be addressed.

**Ethical Considerations**

The research on suicide risk may raise certain ethical concerns. The data used in this study are acquired from publicly shared datasets shared by other researchers. In order to protect individuals’ privacy, all social media data underwent strict anonymization procedures by the data providers before being used. We comply with relevant ethical guidelines and legal regulations, ensuring that there is no risk of privacy violations during the research process. The classification is not intended as a diagnostic tool, but rather a risk estimate for individual users that can then be used to support monitoring and evidence-based prevention and support for users.

**Positive Outcomes**

- Enhanced explainability and reliability: By incorporating a professional psychiatric scale, our model provides more transparent and comprehensible processes and results, thereby increasing trust and acceptance among professionals.
- Enhanced awareness of mental health: The development and implementation of our model have the potential to cultivate broader public awareness regarding mental health concerns and the significance of timely intervention for individuals at risk.
- Resource Allocation: The medical system can allocate resources more efficiently, ensuring that those at the highest risk receive attention immediately.

**Negative Outcomes and Mitigation Strategies**

- False positives/negatives: Misclassification of individuals’ suicide risk levels could lead to unnecessary interventions or missed opportunities for help. To address this, we continuously refine our model to improve its accuracy and emphasize that the model should be used as a supplementary tool, with final assessments made by mental health professionals.
- Clinical limitations: Despite the use of excellent clinical scales, further validation and verification are still required to ensure its accuracy and reliability in a clinical setting. Our research demonstrates the potential of combining computation with psychiatry or psychology, rather than advocating for the immediate deployment of the model for clinical use.
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