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Abstract

Corporate social media analysts break influencers into five tiers of increasing importance: Nano, Micro, Mid, Macro, and Mega. We perform a comprehensive study of TikTok influencers with two goals: (i) what factors distinguish influencers in each of these tiers from the adjacent tier(s)? (ii) of the features influencers can directly control (“actionable” features), which ones are most impactful to reach the next tier? We build and release a novel TikTok dataset featuring over 230K videos from 5000 influencers—1000 from each tier. The dataset includes video details such as likes, facial action units, emotions, and music information derived from Spotify. Access to the videos is facilitated through provided URLs and hydration code. To find the most important features that distinguish influencers in a tier from those in the next tier up, we thoroughly analyze traditional features (e.g., profile information) and text, audio, and video features using statistical methods and ablation testing. Our classifiers achieve F1-scores over 80%. The most impactful actionable features are traditional and video features, including enhancing video pleasure, quality, and emphasizing facial expressions. Finally, we collect and release a YouTube Shorts dataset to conduct a comparative analysis, aiming to identify similarities and differences between the two platforms.

Introduction

Unlike most social media platforms, TikTok pays $0.02-0.04 for every 1000 views of a post.1 This provides a huge incentive to create videos that garner lots of views. While academia abounds with “models of influence” (Kempe, Kleinberg, and Tardos 2003), industry and influencers on TikTok pay more attention to “tiers” of influence which are based on follower counts. As with Instagram (Tricomi et al. 2023) and YouTube (Rohit Shewale 2024), TikTok creators are divided into Nano influencers who have [1K, 10K) followers, Micro [10K, 50K), Mid [50K, 500K), Macro [500K,1M), and Mega [1M,+∞) influencers (Naseer et al. 2022; Tian, Dew, and Iyengar 2023). In addition to payments, influencers often get marketing opportunities from companies (Haenlein et al. 2020). A partnership with Charlie D’Amelio, one of the most followed people on TikTok, is estimated to cost more than $100,000 per post (Amal Moursi 2022). On the other hand, Nano and Micro-influencers tend to have a more homogeneous follower base (Haenlein et al. 2020). There is evidence that influencers differ in behavior and engagement depending on their tier (Jiang, Jin, and Deng 2022; Paksoy et al. 2023; Naseer et al. 2022), but it is unclear to what extent.

Thus, influencers have a huge incentive to “move up” from their current tier to the next tier: We study the factors that distinguish TikTok influencers in one tier from those in the next one up. Our findings may help influencers increase their reach and revenues.

To achieve this, we created the TikTok Influencer Dataset for Exploratory Study (or TIDES) containing data on 5,000 influencers, 230,406 videos, and 10,294 audio clips, by combining data from TikTok and Spotify.2 To our knowledge, TIDES is the first publicly available dataset that analyzes TikTok influencers. Next, we developed a multimodal set of features associated with each of our 5,000 influencers. We trained classifiers to predict, for each tier t other than Mega, whether an influencer would belong to tier t or tier (t + 1). We also performed ablation studies to find: (i) the most important (of all) features that separate influencers in tier t from those in (t + 1), and (ii) the most important “actionable” features, i.e. features whose values can be directly modified by an influencer in order to reach the next tier.

We distinguished Nano from Micro influencers with an F1-score of over 0.84. Micro from Mid with an F1-score of over 0.83, Mid from Macro with an F1-score over 0.80 and Macro from Mega with an F1-score over 0.82. This suggests that influencers across adjacent tiers are relatively easy to separate. Interestingly, using only the top 50 most relevant features only drops these F1-scores by 1-2%.

As influencers cannot directly change features like the number of followers they have and the number of likes/views their posts receive, we introduce actionable features, e.g., they can choose music with a higher danceability score (ac-
according to Spotify\textsuperscript{1}) or look happier in their videos (according to a video emotion classifier (Serengil and Ozpinar 2021)). These are actionable features. We addressed the following research questions:

**RQ1:** Do multimodal features (audio, video, text) differ significantly from traditional features (e.g., likes, profile information) when separating users in tier \( t \) from \((t + 1)\)? Our ablation study looked at each of the four classification problems. We saw a 3\% improvement in F1 for Nano-Micro, 1.6\% for Micro-Mid, 0.4\% for Macro-Mega, but no improvement for Mid-Macro.

**RQ2:** When considering only actionable features (traditional, audio, video, text), which ones make the most difference in separating tier \( t \) from \((t + 1)\)? Our ablation study showed that video features are most significant (5.6\% and 4.2\%) in F1 for Nano-Micro and Mid-Macro, respectively, while traditional features are (3.4\% and 6.7\%) for Micro-Mid and Macro-Mega respectively. Text features only have an impact (1.3\%) in the Macro-Mega case, while audio features only have a 1-2\% impact in all cases except for Macro-Mega. This suggests that video and traditional features are the most important actionable features. Audio features are important. Text features are the least important.

**RQ3:** Which actionable features that an influencer can change are most important for them to move up to the next tier? Do these actionable features vary by tier? We found that influencers should primarily focus on traditional features (e.g., publishing videos regularly and frequently) and video features (e.g., producing more pleasant and high-quality videos). How influencers should change their behavior is linked to their current tier and the next one. For Macro influencers to become Mega influencers, having a verified profile is roughly eight times more important than increasing their total number of videos.

Finally, we created and released a new YouTube Shorts dataset containing \( \sim 30K \) videos from 2,500 influencers. We applied our methodology to this dataset and found both similarities and differences between the two platforms. Unlike TikTok, views are far more critical than likes. However, facial action units are relevant on both platforms. This dataset is also available on our repository.

### Related Work

We examine both general and influence studies of TikTok.

**General TikTok Studies.** TikTok use rose dramatically during the pandemic (Feldkamp 2021) leading to several studies of information spread on TikTok during that time (Li et al. 2021; Ostrovsky and Chen 2020; Southwick et al. 2021). Researchers studying virality found that close-up or medium-shot videos and videos containing text have a higher chance of going viral (Ling et al. 2022). Additionally, high user engagement metrics (e.g., likes, comments, shares) are pivotal in propelling videos to popularity. Surprisingly, joining a “trending” hashtag bandwagon seems less relevant (Klug et al. 2021). Further efforts study education (Fiallos, Fiallos, and Figueroa 2021; K blaif and Salha 2021), politics (Vijay and Gekker 2021), privacy (Neyaz et al. 2020), cyberbullying (Anderson 2020), and hate speech (Weimann and Masri 2023).

**TikTok Influence.** Influence maximization in social networks (Kempe, Kleinberg, and Tardos 2003; Banerjee, Jena-manji, and Pratiha 2020) has been studied extensively. Custom models on how influencers should behave have been developed for Twitter (Lahuerta-Otero and Cordero-Gutiérrez 2016), Facebook (Arora et al. 2019; Hughes, Swaminathan, and Brooks 2019), YouTube (Sokolova and Kefi 2020), and Instagram (Tafesse and Wood 2021; Casaló, Flavián, and Ibáñez-Sánchez 2021), but not for TikTok. As a platform focused on fun, TikTok influencers’ sense of humor, entertainment, and happiness increase the spread of messages (Barta et al. 2023; Yang and Ha 2021). Furthermore, TikTok influencers must continuously communicate with their audience and foster parasocial relationships to gain more followers. (Yang, Zhang, and Zhang 2021) developed an influence marketing algorithm to predict the increase in sales due to sponsored videos, and showed that disclosure of sponsorships (usually concealed) does not affect brand results.

### Our New TIDES Dataset

We created a new TikTok Influencer Dataset for Exploratory Study (TIDES), a central contribution of our paper that is available in our repository. To the best of our knowledge, TIDES is the first publicly available dataset on TikTok influencers. We collected information and videos from 5,000 TikTok Influencers, 1,000 for each tier (Nano, Micro, Mid, Macro, Mega) using lists of influencers from HypeAuditor\textsuperscript{4} and StarNgage\textsuperscript{5}, two famous influencer analytics sites. To limit statistical bias in our experiments, we first collected all the influencers listed on these websites, and then randomly sampled 1,000 from each tier. As websites may have out-of-date information, we verified the follower counts of each profile by cross-checking them with TikTok’s data, correctly categorizing each influencer with their tier. To produce more generalizable findings, we included 1,000 influencers from each of the five major continents: America, Asia, Africa, Europe, and Oceania,\textsuperscript{6} without restricting to categories based on age, race, or gender. In the future, influencers’ domains or geographical locations could be taken into account to produce more specific results. After retrieving influencer lists, we used a TikTok scraper on Apify\textsuperscript{7} to profile details (e.g., the number of videos) and the information of their (up to) 50 most recent videos, including the URLs. We used these URLs to download videos without the TikTok watermark\textsuperscript{8} through a Python web scraper we wrote using Selenium library.\textsuperscript{9} We collected a total of 230,406 videos in June 2023.

\textsuperscript{1}https://developer.spotify.com/documentation/web-api/reference/get-audio-features

\textsuperscript{2}https://developer.spotify.com/documentation/web-api/reference/get-audio-features

\textsuperscript{4}https://hypeauditor.com/top-tiktok/

\textsuperscript{5}https://starngage.com/plus/en-us/influencer/ranking/tiktok

\textsuperscript{6}The actual distribution may differ, but we have no access to official data

\textsuperscript{8}https://apify.com/clockworks/tiktok-scraper

\textsuperscript{9}The TikTok logo is added to every video by the platform, potentially influencing the analyses.

\textsuperscript{9}https://selenium-python.readthedocs.io/
Thus, we obtained two datasets: the Influencer dataset \( \mathcal{I} \) \(||\mathcal{I}|| = 5,000\) and the Video dataset \( \mathcal{V} \) \(||\mathcal{V}|| = 230,406\).

**Feature Extraction**

Let \( \mathcal{I} \) denote the set of profile-related features for each influencer, and \( \mathcal{V} \) be the set of meta-features per video (e.g., the number of likes, the music used). We augmented \( \mathcal{I} \) with behavioral features and \( \mathcal{V} \) by extracting content-related features from audio, video, and text (the caption) via several Deep Learning models. In total, we have 73 features, of which 68 are actionable. A complete list is available in Table 1. We now provide an overview of each set of features.\(^{10}\) More discussions and evaluations of model performance are reported in the repository.

**Traditional Features**

Traditional features originate from the platform and do not include content-specific information. \( \mathcal{I} \) contains data derived from the Influencer profile, e.g., follower and following counts, total number of likes and videos, geographical location, whether the user has a bio or a URL. We augmented \( \mathcal{I} \) by calculating behavioral features, such as the distribution of videos by day of the week, videos published per day, and the inter-posting time (i.e., average time and standard deviation between each video). The video dataset \( \mathcal{V} \) includes, for each video, whether it is sponsored, and engagement metrics such as the number of likes, shares, and comments.

**Audio Features**

Audio is a fundamental part of TikTok videos. Many videos use trending music, dances, lip-syncing, or interactions where the influencer communicates with their followers. We extracted features to understand how influencers use audio in their videos, using two channels: Spotify and the raw Audio Channel.

**Spotify Features.** The audio can either be original or from another artist. In the latter case, we used Spotify to extract additional features. Using the Spotify API’s search endpoint\(^{11}\), we first checked if the track existed on Spotify. If yes, we got the Spotify handle (id) and called tracks/id API to retrieve general track information like the popularity (in Spotify) and whether it is explicit. We then invoked the audio-features/id API to obtain audio features like danceability, speechiness, or instrumentalness, which are calculated by proprietary Spotify algorithms. These features serve as effective descriptors of the music, allowing us to gain deeper insights into the types of videos influencers share.\(^{12}\) In total, we collected information from 10,294 tracks, often shared among the collected videos.

**Emotion Features.** We wondered whether emotions (e.g., angry, happy, sad, neutral, VAD emotional state (Russell and Mehrabian 1977)) attributes such as valence, arousal, and dominance) were important in distinguishing between influencer tiers. We extracted basic emotions by implementing a fine-tuned wav2vec2 model (speechbrain 2021) using SpeechBrain (Ravanelli et al. 2021). We also implemented the VAD model (Wagner et al. 2023).

**Video Features**

We extracted video features at the image level and then aggregated the results. As in past work (Shang et al. 2021), we extracted two frames per second of video, obtaining a total of 13,929,447 frames. We extracted the percentages of red, green, and blue channels. Next, using the HSV (Hue, Saturation, Value) representation, we calculate the percentages of luminance, warm and cool colors (Mehrabian and Russell 1974), as well as pleasure, arousal, and dominance scores (Valdez and Mehrabian 1994). We used several state-of-the-art deep learning models to analyze human subjects. Starting by detecting people’s faces through Retinanet (Deng et al. 2020), we extracted Facial Action Units (Ekman and Friesen 1978) using Py-Feat (Cheong et al. 2023), Age and Gender through Dlib (Mowshon 2022), and race and emotion through DeepFace (Serengil and Ozpinar 2021). For each video, we extracted its definition, width, height, duration, and if it contains text (e.g., subtitles). This last feature was proven useful in recent studies (Ling et al. 2022): we extracted it via Tesseract.\(^{13}\)

**Text Features**

These features are derived from the video caption. We extracted the caption length, the number of Emojis, and their sentiment (Kral) Novak et al. 2015) using the Emosent library\(^{14}\) which returns a sentiment score ranging from −1 (negative) to +1 (positive), and three values representing the probabilities of being positive, negative, and neutral. We also extracted the number of hashtags and mentions.

**Descriptive Statistical Exploration of Features**

Based on the set of features discussed in the preceding section (see Table 1), we came up with several interesting hypotheses and tested them through Unpaired Student’s t-test, a widely used statistical method to determine if there is a significant difference between the means of two groups. If the p-value is below a chosen significance level (commonly 0.05), the test reveals that there is a significant difference between the means of the two groups. In this section, we discuss these hypotheses, focusing first on the non-actionable features and then the actionable ones.

**Non-Actionable Features**

We wondered whether engagement by other users is a proxy for the tier to which an influencer belongs. We examined four hypotheses that model this general intuition.

**Hypothesis 1** We hypothesize that the total number of likes a user gets is linked to the tier to which the influencer belongs.

\(^{10}\)The complete set of features is available in our repository.

\(^{11}\)https://developer.spotify.com/


\(^{13}\)https://tesseract-ocr.github.io/

\(^{14}\)https://github.com/omkar-foss/emosent-py
mean number of likes garnered by each video posted by an influencer, while the x-axis reflects the influencer’s tier. Again, influencers in higher tiers tend to receive a greater average number of likes per video they post. The big discrepancy in the number of followers between higher tiers and the lower tiers supports this observation. Hence, it is reasonable to conclude that higher tiers exhibit a greater mean number of likes. For each adjacent pair of tiers, the hypothesis that influencers at the higher tier get more likes per video is statistically valid via a t-test with \( p < 10^{-5} \).

**Hypothesis 3** We hypothesize that the total number of comments that a user gets is linked to the tier to which the influencer belongs.

Figure 1(c) shows a box plot showing the average number of comments per user by tier. The hypothesis that users in higher tiers receive more comments is true for all pairs of tiers with \( p < 10^{-7} \).

**Hypothesis 4** We hypothesize that the total number of views a user gets is linked to the tier to which the influencer belongs.

Figure 1(d) shows a box-plot of the average number of views per user by tier. The reader can readily see that users in higher tiers receive more views — this is validated by a t-test with \( p < 10^{-17} \).

Simply put, Figures 1(a), 1(b), 1(c) and 1(d) show that greater engagement by the audience (other users) is linked to the tier to which an influencer belongs. This is not very surprising.

**Actionable Features**

The preceding subsection looks at features that an influencer cannot directly influence because she cannot (at least honestly) directly increase the number of likes her videos get, the number of comments made on her videos, and so forth.\(^{15}\)

\(^{15}\)In the real world, influencers might do unethical things (e.g., create fake accounts to artificially inflate the number of views,
In this section, we look at actionable features — these represent features that an influencer can directly change through his actions.

**Hypothesis 5** We hypothesize that the total number of videos posted can directly influence the tier to which the influencer belongs.

Figure 2(a) shows a box plot whose x-axis represents the tiers and whose y-axis shows the number of videos posted by the influencers in each tier. Higher-tier influencers post more videos than lower-tier influencers. One possible reason could be that higher-tier influencers have been in the network for a long time and, hence, have more videos. This finding holds for all pairs of adjacent tiers with \( p < 0.02 \).

**Hypothesis 6** We hypothesize that the average inter-posting time between videos posted can directly influence the tier to which the influencer belongs.

Figure 2(b) shows a box plot whose x-axis shows the tiers and whose y-axis shows the average inter-post time between videos posted by influencers in that tier. A Student t-test confirmed statistical significance for all pairs of adjacent tiers (\( p < 10^{-4} \)) except for Mid-Macro. As reported in the related hypothesis, this feature is negatively correlated with the ‘total videos’ (Pearson correlation: \( -0.235 \)). The same can be observed by seeing Figure 2(a) and Figure 2(b).

**Hypothesis 7** We hypothesize that the total number of users that an influencer follows is linked to the tier to which the influencer belongs.

Figure 2(c) shows the number of users that an influencer follows. The x-axis shows the tiers and the y-axis denotes the number of users that an influencer follows. The figure shows that lower-tier influencers follow more users than those in higher tiers. This suggests that higher-tier influencers may cultivate an aura of exclusivity by limiting the number of accounts they follow. This hypothesis is statistically significant for Nano-Micro, Micro-Mid, and Mid-Macro pairs with \( p < 0.003 \).

**Hypothesis 8** We hypothesize that the total number of others’ videos that an influencer likes is linked to the influencer’s tier.

Figure 2(d) shows a box plot whose x-axis shows the tiers and y-axis represents the number of videos by other users that an influencer has liked. The results are inconclusive. This hypothesis is valid only for Macro-Mega with \( p < 0.04 \).

**Hypothesis 9** We hypothesize that influencers who post their bios publicly influence are more likely to belong to higher tiers.

Figure 3 shows a bar chart whose x-axis shows tiers and whose y-axis shows the number of influencers that have (or do not have) a public bio link in their profile for each tier. The figure shows that influencers in higher tiers are more likely to have publicly posted bios. This finding is verified for all pairs of tiers with \( p < 0.0003 \).

**Hypothesis 10** We hypothesize that influencers tend to post videos associated with their respective tiers on specific days of the week.

Figure 4 illustrates the mean proportion of videos an influencer uploads on weekdays. During weekends, influencers from the Nano tier exhibit a higher posting frequency than influencers from other tiers. Conversely, on workdays (not weekend), influencers across all tiers maintain a similar frequency of video posting. The Student t-test shows that this finding is valid for some pairs of tiers on specific days, and for others, it is not. For example, on Saturday and Sunday, it is valid for Nano-Micro and Micro-Mid (\( p < 0.003 \)) but not for others.

**Influencer Tier Classification**

To answer our research questions, we trained multiple ML classifiers on pairs of consecutive tiers. We created binary classifiers (rather than a multiclass classifier) for two reasons: i) except for influencers migrating from other platforms, it is very unlikely that an influencer goes from a tier to a non-adjacent one (e.g., from nano to mid), given that several thousands of followers separate them, and ii) related to
the previous point, binary classifiers make it easier to understand the important features separating two adjacent tiers. We started by aggregating video data for each influencer. We rigorously trained and tested several classifiers to identify the best one. We also conducted a set of ablation studies using the optimal classifier (for each of the four classification problems, i.e., Nano vs. Micro, Micro vs. Mid, Mid vs. Macro, Macro vs. Mega) to provide conclusive answers to our research questions. We remind the reader that the primary objective of this paper is to identify the most valuable (actionable) features for advancing through influencer tiers. Therefore, we are building high-quality classifiers but not striving for perfect predictions, which could be a future research direction.

**Data Aggregation**

We conducted our experiments at the user level. Each influencer corresponds to a row in our dataset. For each influencer, we aggregated all the information about their videos into a single entry. We used different aggregation types depending on the variable type (e.g., boolean, categorical, float). For boolean variables (e.g., if the audio is original), we computed the percentage of true values, i.e., the percentage of videos posted by the user that used original audio. Likewise, for categorical variables, we calculated their respective percentages (e.g., for the posting day, we calculated the percentages of videos published on Monday, Tuesday, etc.). When dealing with numeric values, we computed several statistics, including the mean, standard deviation, min, and max. We also used distribution features associated with a feature $f$: we found the minimum and maximum values of $f$ across all influencers and divided the $[\text{min}, \text{max}]$ range into ten bins. We then computed the probability of a user’s video having a value within each of the ten bins. These ten bins were computed only on training data to prevent data leakage. Two additional bins were used to accommodate values below the minimum and above the maximum. For likes, comments, views, and shares, which exhibit vast value ranges, we opted for a six-bin approach (instead of the 10-equidistant bins) inspired by the box plots shown earlier in the paper (excluding outliers). The boundaries were $-\infty$, minimum, first quartile, median, third quartile, maximum, $+\infty$. As our video features are extracted from frames, we aggregated video values for each influencer by considering all frames from all their videos. For instance, to calculate the video pleasure feature of an influencer $i$, we extracted all frames of the videos made by $i$, calculated the pleasure value on all these frames, and aggregated the results using the ten bins approach, defined through the minimum and maximum video pleasure of all the other influencers in the training set. Last, we calculated minimum, maximum, mean, and standard deviation video pleasure values related to the influencer $i$ only. In total, we had 869 features per influencer.

**All Features Analysis**

To differentiate between consecutive tiers of influencers, we trained eight machine learning classifiers: XGBoost (XGB), Random Forest (RF), Logistic Regression (LR), Decision Tree (DT), Naive Bayes (NB), Support Vector Machine (SVM), Deep Neural Network (DNN), and K-Nearest Neighbors (KNN). We validated our results using nested 10-fold cross-validation (CV). We found the best hyperparameters via grid-search (validation values are reported in our repository).

Figure 5 shows the results of the classification using the best four classifiers (for results of all classifiers, see our repository). XGBoost outperformed all the other classifiers, reaching an over 80% F1-score in every tier. In particular, the easiest task is to differentiate between the Nano and Micro tiers (84.3% F1-Score), while the most challenging is Mid vs. Macro (80.5% F1-Score).

Given its superior performance, we continued our experiments using XGBoost. We repeated the experiments by selecting the 10, 20, and 50 most important features at training time (out of 869), using Anova F-values\footnote{https://scikit-learn.org/stable/modules/generated/sklearn.feature\_selection.f\_classification.html} (Table 2). Interestingly, using 10, 20, or 50 features only drops the F1-Score by 1-3%, except in the case of 10 features for Macro-Mega, where we have a drop of 11%. This suggests that unlike the other tiers, substantially more than 10 factors distinguish Macro and Mega influencers.

To inspect these factors, we combined and explored feature importance from our 3 best classifiers, XGBoost, Logistic Regression, and Decision Trees, improving the stability of the results. Given our 10-fold CV approach, we have 10 best models for each classifier result. We combined the feature importance of these 10 models to calculate the final feature importance for each classifier (e.g., XGB). We grouped the features based on their typology (e.g., video dimension and definition are under video quality), and ranked the groups based on the value of their most important feature. This allows us to maintain the original feature-importance ranking.
To answer this question, we performed an ablation study. We and when the tier increases, the quality has already reached high weighted feature importances across our best three classi-

giving a general idea of the type of features, and preventing some groups from being disadvantaged by considering many irrelevant aggregation features.\textsuperscript{17} Obviously, a graph containing all the features would be more accurate — space constrain us from doing that. Still, our representation allows the reader to understand how features’ importance changes within and across the tiers. The following figures report the weighted feature importances across our best three classifiers (XGB, LR, DT). For each feature \( f \) and classifier \( j \), we calculated the rank \( R_{j}(f) \):

\[
R_{j}(f) = 1 - \frac{\text{Rank}_{j}(f) - 1}{N - 1},
\]

where 1 is the maximum importance and 0 the least. The starting rank \( \text{Rank}_{j}(f) \) is calculated by creating a descending order list by feature importance returned by Sklearn\textsuperscript{18}. For DT, we used Gini Importance. For XGB, we used Gain information and for LR, we used the absolute values of the coefficients associated with each feature.\textsuperscript{19} We then calculated the feature importance of \( f \) as the weighted average rank of the three classifiers:

\[
\text{Imp}(f) = \frac{\sum_{j=1}^{3} \text{Rank}_{j}(f) \cdot c_{j}}{\sum_{j=1}^{3} c_{j}},
\]

where \( c_{j} \) is the F1-score for classifier \( j \). Hence, the more accurate the classifier, the more impact its feature importance will have on the final result. In the graphs, a value of 1 means that (group of) feature was in the first rank for all three classifiers, while 0 indicates the feature was always the least important.

Figure 6 shows the feature importances in each tier. We see that likes, and views help distinguish influencers between each pair of tiers, as also verified by Hypotheses 2 and 4. Video quality (e.g., size, definition) helps in low tiers, since when the tier increases, the quality has already reached high standards. In contrast, profile information helps more in distinguishing influencers in high tiers. Indeed, most Mega influencers have a verified profile with a bio link.

These results show that traditional features such as likes and views play a prominent role in distinguishing influencer tiers. Returning to our first research question (RQ1): “Do multimodal features (audio, video, text) make any difference when separating users in one tier from the next higher tier?”. To answer this question, we performed an ablation study. We

\textsuperscript{17}For instance, 10-bins features in which one bin is very relevant, and the others are not, would be disadvantaged compared to boolean features with mediocre feature importance.

\textsuperscript{18}Through feature importances_model’s property.

\textsuperscript{19}Feature values are standardized before training so that coefficients are directly comparable.
— for instance, she cannot take actions that directly increase the number of likes or views of her videos. Table 1 has previously defined the set of actionable features, i.e., those the user can directly control to improve her status. So we repeated our ablation study with only actionable features to learn how an influencer can climb to the next tier.

Table 4 reports the results of the new ablation study. Unlike before, multimodal features now bring improvements of 7.1% for Nano-Micro, 2.1% for Micro-Mid, 3.5% for Mid-Macro, and 1.1% for Macro-Mega. Interestingly, video features are now more critical than traditional features for Nano-Micro (5.6% vs 1.3%) and Mid-Macro (4.2% vs 2.8%), suggesting that in these tiers, influencers should focus more on the content of their videos. In the other tiers, traditional features are most impactful. Audio features impact around 1-2% in each category, while text features have the most negligible impact, often below 1%.

**Answer RQ2:** When evaluating actionable multimodal features, video features emerge as the most influential, followed by audio features. text features, except for Macro-Mega, exhibit minimal relevance. Meanwhile, traditional features retain their significance across all tiers, although they take a backseat to video features in the Nano-Micro and Mid-Macro tiers.

**Which Features to Improve?**

Thus far, we have focused on high-level feature groups to quantify the significance of multimodal content. Yet, influencers are keen to gain insights into the specific adjustments required to ascend to the next tier, encompassing global strategies and granular details. To support this, we first inspect feature importance using all actionable features, similar to the preceding section. We then inspect the feature importance of the classifiers we used in the ablation study, which considered only a particular group of features (traditional, audio, video, text).

**All Actionable Features** Figure 7 shows the feature importance of all the actionable features. It immediately stands out that each classification considers different features. For example, emotions in the text are important for Nano-Micro classification, but not important in Micro-Mid, and again important for Mid-Macro and Macro-Mega. This is because, on average, Nano influencers use many positive emoticons, while Mega influencers use less. However, we still see some common patterns. For example, the video quality, profile, and facial action units features are in the top-5 groups for each category. Similarly, the video emotions are always in the last positions, suggesting that emotions are less important.

Obviously, these features are important in different ways and with different weights. For example, the video quality is significantly more impacting than facial AU for Nano-Micro. To understand how algorithms consider these features, we should examine how influencers behave in their tiers with respect to these features. For instance, from Figure 4, we know that Nano influencers post more on the weekend, while Macro and Mega post constantly throughout the week. However, the Nano-Micro and Macro-Mega algorithms trend in the opposite direction. We now explore each feature set.

**Traditional Features** Figure 8 shows the importance of traditional features. When we look at the top-5 actionable features across the four classification problems, we note that whether the user has a publicly available bio is in the top-5 in 3 out of 4 cases, and the total number of videos posted is always in the top-3. As tiers increase, influencers tend to set their bio link more frequently (Figure 3) and have many more videos (Figure 2(a)). When we look at the top-10 most important features, the time between posts and the number of videos posted daily also become significant. In fact, influencers should behave differently depending on their tiers. Figure 2(b) shows that the inter-posting time should decrease when the tier increases: the average inter-posting time is ten days for Nano influencers, but less than one day for Mega influencers. Interestingly, the significance of geographical continents varies across tiers, implying that influencers might also tailor their behavior based on it. Furthermore, being verified is not important for Nano-Micro, but is extremely important for Macro-Mega. Indeed, only one of our profiles is verified in the nano category, contrary to 171 and 474 in the Macro and Mega categories, respectively.
Do not hallucinate.

Audio Features Figure 9 shows the importance of audio features, where we see a mix of common and conflicting trends. For instance, Spotify loudness is crucial for Nano-Micro classification, but not for distinguishing between other tiers. Nano influencers use more Spotify tracks with a loudness value close to 0, contrary to the other tiers, which tend to avoid that on average. Similarly, Spotify acoustiness is essential only in Macro-Mega classification, where Mega influencers tend to use more acoustic tracks in their videos. On the other hand, Spotify popularity and audio valence stay in the top-10 across all four classification problems, but are important in different ways. Further inspecting popularity, Nano and Macro tiers often use less popular songs, with Mega influencers avoiding them.

Video Features Figure 10 shows the importance of video features, which are among the most important features for Nano-Micro classification, and also important across the other three classifications. We noticed that lower-tier influencers shot their videos using many different sizes, while high-tier influencers tend to use more uniform sizes. This might indicate that most high-tier influencers own the same devices (e.g., top-notch smartphones with outstanding cameras). Facial Action Units are also very important in all four classification problems. For instance, Nano-Micro classifications show that Nano influencers exhibit more lip-related AUs, likely related to the higher presence of lip-syncing.

Answer RQ3: Influencers should primarily focus on traditional and video features. Important features vary greatly within each feature type depending on the classification problem considered. How influencers should change their behavior is strictly related to their current tier and the next one up.

YouTube Shorts Comparison
We now study whether our TikTok findings apply to other social video-sharing platforms. We focused on YouTube, the

Figure 11: Example of Facial Action Units probabilities. The subject is the popular Mega Influencer @charlidamelio. The video pleasure is also significant, which increases and stabilizes in the Mega tier. Neutral and angry emotions appear to be less significant. Text on videos (under video accessibility) becomes less necessary for higher tiers.

Figure 8: Feature importance - Traditional Actionable.

Figure 9: Feature importance - Audio Actionable.

Figure 10: Feature importance - Video Actionable.
most popular platform for video sharing, with more than 2.7 billion monthly active users (Rohit Shewale 2024). In 2021, YouTube introduced YouTube Shorts to compete with TikTok, a feature that allows content creators to upload short videos (60 seconds max). As with TikTok, we collected such short videos for different tiers of influencers, and conducted a multi-modal analysis to understand the factors that separate an influencer in one tier from those in the next one up.

**Data Collection**

Just like TikTok, YouTube influencers are placed in tiers based on the number of subscribers (followers) (Lillie 2023). With a procedure similar to TikTok, we gathered information about 2,500 influencers (500 per tier) using HypeAuditor and StarNgage websites. We selected influencers randomly from the five major continents to have general results. Using Apify scrapers for shorts and channel info, we collected information about the latest shorts for each influencer (up to 20) and profile information. We used the video URLs and the Python library Pytube to download a total of 29,318 videos in December 2023. Similar to our TikTok experiments, we extracted Traditional, Audio, Video, and Text features, keeping only those in common with TikTok for a fair comparison. As we could not access Spotify information on YouTube, we excluded these features. The YouTube dataset, containing video information along with URLs and code for hydration, is available in our repository.

**Results**

Like our TikTok experiments, we built binary classifiers to predict the tier of an influencer. Figure 13 reports the F1-score of the best classifiers. Predictive performance has F1-scores in the 70-85% range. Unlike TikTok, classifying Nano vs. Micro tier is more difficult than Macro vs. Mega, with the best F1-scores of 0.77 and 0.83, respectively.

Figure 14 shows the feature importance derived from the best three models (XGB, DT, LR). Compared to Figure 6, we immediately see that on YouTube, views are far more important than Likes (the top-1 feature on TikTok), and that comments play a crucial role (but are of limited importance in TikTok). Moreover, profile information is less important than on TikTok, and Video Emotions play a more impactful role on YouTube, especially for Macro vs. Mega influencers. In terms of similarities between the two platforms,

---

21https://apify.com/newbs/youtube-shorts
22https://apify.com/streamers/youtube-channel-scraper
23https://pytube.io/
Therefore, future influence studies could consider whether influencers in different tiers should join a trend bandwagon, launch new trends, or strive to generate unique content as suggested in (Chu, Deng, and Mundel 2022). Lastly, (Wu et al. 2022) showed how people of different ages, genders, and races can be more influential than others in marketing campaigns depending on the subject. We found those features to be of medium-high importance, especially in distinguishing between Mid and Macro influencers.

As the first large data-driven study of TikTok influencers, we considered influencers across diverse domains. However, as reported in past studies of TikTok (Wu et al. 2022) and Instagram (Tricomi et al. 2023), studying influencers by separating them by domain can be insightful. Moreover, as demonstrated in our comparison with YouTube Shorts, some important factors are common (e.g., a preference for higher video quality), while there are also differences (e.g., views are more important than likes on YouTube). For instance, high visual dominance is critical for Instagram Fashion influencers (Tricomi et al. 2023) but moderately for TikTok. Therefore, each social media platform should be studied separately since findings could be different. In this paper, we proposed a general methodology that could be ideally applied to any social media, as we did for TikTok and YouTube. Similarly, new TikTok features could be introduced in the future after a proper examination.

**Ethical Issues.** When attempting to climb the influence tiers, ethical considerations arise, especially regarding content authenticity and audience manipulation. This paper ethically analyzes the factors that might help influencers deliver better content for their audience with the ultimate goal of creating a more enjoyable platform for both influencers and users. Still, we emphasize that influencers should focus on transparency and authenticity in their content (Yang, Zhang, and Zhang 2021), and focus on genuine engagement rather than pursuing tactics solely to increase metrics. Manipulating engagement numbers or using deceptive practices may lead to short-term gains but can damage credibility in the long run. Similarly, influencers should prioritize authenticity over sheer quantity of content or followers. Building a genuine connection with the audience is more sustainable and ethical than resorting to shortcuts that may compromise the integrity of the influencer.

**Conclusion and Future Works**

We investigated the key factors contributing to influencers’ tier progression. We built powerful tier prediction classifiers and explored features importance within the best models. While metrics such as likes and views may seem influential, they are not within influencers’ control. Our experiments identified actionable features primarily within traditional features (e.g., posting frequency) and video-related attributes (e.g., video pleasure or facial expressions).

We encountered certain limitations that offer opportunities for future research. First, while we can identify features that influencers should enhance, we currently lack precise guidance on how much improvement is needed to maximize tier progression probabilities. Second, our current approach analyzes features individually, even though combining them often yields superior results. In future work, we will address these constraints, refine our feature sets, and explore trends on the platform, including how well influencers align with these trends. Last, a longitudinal examination, monitoring the progression of influencers and their content strategies over time, has the potential to yield further insights into the dynamics of advancing through the influence tiers.
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