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Abstract

In recent years, user feeds on social media platforms have shifted from simple, chronologically ordered content posted by their network connections (i.e., friends) to opaque, algorithmically ordered and curated content. This shift has led to regulations that require platforms to offer end users greater transparency and control over their algorithmic recommendation-based feeds. In response, social media platforms such as TikTok have recently started explaining why specific videos are recommended to end users. However, we still lack a good understanding of how these explanations are generated and whether they offer the desired transparency to end users. In this work, we audit explanations provided on short-format videos on TikTok. We collect a large dataset of short-format videos and explanations provided by TikTok (when available) using automated sockpuppet accounts. Then, we systematically characterize the explanations, focusing on their accuracy and comprehensiveness. For our assessments, we compare the provided explanations with video metadata and the behavior of our sockpuppet accounts. Our analysis shows that some generic (non-personalized) reasons are always included in explanations (e.g., “This video is popular in your country”), while at the same time, we find that a large number of provided explanations are incompatible with the behavior of our sockpuppet accounts; e.g., an account that made zero comments on the platform, was presented with the explanation “You commented on similar videos” in 34% of all recommended videos. Overall, our audit of TikTok video explanations highlights the need for more accurate, fine-grained, and useful explanations for the end users. We will make our code and dataset available to assist the research community.

1 Introduction

As you browse through your social media feeds, be it TikTok videos, Instagram Reels, YouTube Shorts, Facebook newsfeed, or Twitter timeline, have you ever wondered how or why the next content instance is being chosen for you by social media platforms? This question is becoming increasingly relevant as our default social media feeds shift from chronologically ordered content from sources (i.e., friends and followings) explicitly selected by us to algorithmically ordered content from any source implicitly inferred to match our interests by recommender systems. These systems aim to curate, i.e., select and order, personalized social media feeds based on users’ data (either explicitly provided or implicitly inferred), such as their demographic, behavioral, and interest information. Algorithmically curated feeds are credited with increasing users’ engagement with content and time spent on social media platforms, resulting in greater revenues for the platforms. However, concerns have been raised that algorithmic content curation is opaque and non-transparent to end users, takes choice and control over what content they see away from end users, and leads to undesirable phenomena, such as recommending content with extreme and polarizing viewpoints (TikTok 2020; Ribeiro et al. 2020; Ledwich and Zaitsev 2019; Tufekci 2018). As a result, there is a growing demand and need for greater transparency in social media feeds, particularly in how these recommendation systems operate, what user data they take into account, and how they impact users.

Recently, regulatory bodies like the European Commission started working towards providing guidelines and regulations to assist algorithmic transparency efforts. Notably, the EU passed the Digital Services Act (European Commission 2023), which highlights the importance of algorithmic transparency and calls for systematic audits...
of algorithmically-powered recommendation systems. The DSA attempts to hold very large social media platforms to account for systemic risks that may arise from the increasing use of algorithmically-powered recommendation systems. For instance, algorithmically-powered recommendation systems can trap end-users in filter bubbles (WSJ Staff 2021), suggest extreme content (Ribeiro et al. 2020), or amplify biases (Baeza-Yates 2020).

Against this background, social media platforms like TikTok started providing algorithmic explanations on why specific short-format videos are recommended to end-users in their feeds (TikTok 2022). Figure 1 shows an example of video explanations provided by TikTok for a recommended video in TikTok’s “For You” feed. In this particular video, TikTok provided two explanations, each described by a bullet point. These efforts are a significant step towards greater algorithmic transparency. Particularly, accurate explanations can help end-users better understand why they view certain content on their personalized feeds and, if necessary, change or control the provision of such content. For example, recommendation systems can potentially push a user’s feed towards a rabbit hole of sad content (WSJ Staff 2021). In this case, accurate explanations can help the end user to notice such a circumstance and take the appropriate action. Despite the importance of video explanations, as a research community, we lack 1) empirical insights and a deeper understanding of how these algorithmic explanations are applied; and 2) systematic audits to assess explanations’ accuracy and comprehensiveness.

**Research Focus.** Motivated by this research gap, we focus on understanding video explanations on TikTok, mainly because of the increasing popularity of the platform and the fact that TikTok is among the few platforms that provide explanations for algorithmic recommendations. We aim to answer:

- **RQ1 - Characterization:** What are TikTok’s various types of video explanations, and how does TikTok apply these explanations to videos?
- **RQ2 - Audit:** How accurate and comprehensive is the provision of video explanations on TikTok?

To answer these research questions, we designed and implemented a sockpuppet-based audit to collect a large-scale dataset of videos and explanations provided by the TikTok platform. We implemented sockpuppet accounts that do not engage with videos, as well as sockpuppet accounts that have engagement by either liking/sharing videos or following TikTok creators. We collected a dataset of 69K video views, including 32K unique videos, presented to 45 different sockpuppet accounts. Our sockpuppet accounts were presented with 128K explanations, comprising eight different explanations. Note that as shown in Figure 1, videos may contain multiple explanations. Next, we analyzed the collected dataset to understand how these TikTok explanations are applied. Finally, we operationalized multiple aspects of these explanations, such as their accuracy and comprehensiveness, and assessed their degree on TikTok.

**Main findings.** Our analysis makes the following findings:

- We find eight different explanations provided on TikTok videos and we broadly categorize them into engagement-based explanations (five explanations) and content-based explanations (three explanations) (**RQ1**).
- We find some explanations in almost all the videos; e.g., the explanation “This video is popular in your country” appears in over 98% of the videos in our dataset (**RQ1**).
- We find that explanations are written in a personalized manner but applied in a non-personalized way. For instance, we find the explanation “You commented on similar videos” to 34% of the videos that our sockpuppet accounts encountered when they made zero comments on the platform (**RQ1**).
- We find varying degrees of accuracy across the explanations. Overall, we find that content-based explanations are applied accurately on TikTok, however, when considering engagement-based explanations, we find a substantial number of false positives (i.e., there is an explanation, but we do not find any link with the account’s behavior) or false negatives (i.e., there is no explanation but we do find a link with the account’s behavior) (**RQ2**).
- We find that TikTok does not provide all possible explanations; for only 9% of the videos, TikTok provided all possible explanations (**RQ2**).

**Implications.** Our analysis and findings have important implications for various interested stakeholders, including social media operators, policymakers, and the research community. First, our analysis shows that the explanations are inaccurate and incomprehensive. All these aspects affect their utility to end-users, which highlights the need for social media platforms to develop better explainable algorithmically-based recommendation systems. For instance, when an explanation is presented in almost all the videos, it likely provides little helpful information to end-users, who will likely ignore these explanations. Our study is also of interest to policymakers who aim to assess the compliance of social media platforms with current regulations like the DSA. Our analysis shows that the provided explanations are likely not capturing user behavior effectively, indicating that these transparency efforts might not fully comply with the existing regulations. Finally, our study prompts further studies to assess the compliance of social media platforms with transparency regulations. The research community can build on top of our work to make longitudinal and multi-platform audits of algorithmic recommendations. To assist the research community in future research endeavors, we have made our code and dataset available, which can be used to perform longitudinal audits and further analysis of video explanations.¹

### 2 Data Collection

This section describes our methodology for collecting our dataset. In a nutshell, we develop sockpuppet accounts that scroll through TikTok’s “For You” page and capture the explanations provided to each video.

¹https://github.com/sepehrmousavi/TikTok-Explanations
2.1 Sockpuppet Accounts

A substantial challenge when studying video explanations on TikTok is that the explanations are only available via TikTok’s mobile applications, and there is no API that provides data about the explanations provided to users. To overcome this challenge, we develop a sockpuppet data collection methodology that uses the Android Debug Bridge (ADB) (Developers 2023) to control and simulate a user’s behavior on an Android phone. Particularly, we created multiple TikTok accounts for our data collection. We registered all the sockpuppet accounts with the same date of birth and did not specify any gender for the accounts upon registration. For our data collection, a sockpuppet account first logs in to the TikTok platform using one of the accounts we created. Then, the sockpuppet account visits TikTok’s “For You” feed, and for each video, it: 1) identifies the type of video; 2) collects the explanations provided by TikTok; 3) engages with the video according to the sockpuppet’s configuration; and 4) swipe up to the next video.

Identifying the type of videos. TikTok’s “For You” feed includes different types of videos; apart from regular videos, it includes videos that are advertisements or live streams. Therefore, we must first identify the regular videos and skip videos that are advertisements or live streams, mainly because live streams do not have explanations, while advertisements have different explanations that require different steps to capture. To identify the type of a video, the sockpuppet account takes a screenshot and processes it using the OpenCV library (OpenCV 2023) to detect patterns pertaining to regular videos, advertisements, or live streams. Particularly, for live streams, we search for patterns in the screenshot that include the label “LIVE video,” and do not include any buttons for engaging with the videos (the engagement buttons only appear after a user clicks on the video to go to the live stream). If the video is not a live stream, the sockpuppet account then presses the “Share” button, which opens the menu for the video; this allows us to identify if a video is an advertisement or not. This is because all advertisements should provide explanations, hence we search in the menu items for the button called “About this ad.” If we find such a button, we mark the video as an advertisement, otherwise, we treat the video as a regular video.

Collecting video explanations. For all videos that we identified as regular videos, the sockpuppet account presses the “Share” button, takes a screenshot, and processes it to identify if there exists a “Why this video” button and locates it. If there is no such button, TikTok did not provide any explanation. If the button exists, the sockpuppet account presses the “Why this video” button, takes a screenshot and performs Optical Character Recognition (OCR) using Pytesseract (Google 2023b) to extract the provided explanations in text format.

Engaging with videos based on configuration. After capturing the explanations, the sockpuppet account engages with the video based on the account’s configuration. In this work, we consider three engagement activities: liking, sharing, and following. To like a video, the sockpuppet account taps on the heart icon. To share a video, the sockpuppet account taps on the “Share” panel and then taps on the “Copy link” button once the sharing panel pops up. Lastly, to follow a content creator, the sockpuppet account first checks if the user is already followed or not by inspecting the screenshots of the video and finding the red plus icon located below the user’s profile picture. If this icon is found, the sockpuppet account taps on it to follow the content creator.

Swiping up to the next video. Once the sockpuppet account engages with the current video, it swipes to view the next recommended content on its personalized “For You” feed. As shown by previous work, the view duration of a TikTok video influences the personalization of content for the end-users (Boeker and Urman 2022). To minimize this effect, the sockpuppet account swipes the screen up as soon as it identifies the type of video, collects the video explanations, and engages with the video. Our sockpuppet accounts typically swipe to the next video within 15 seconds (see Fig. 4(b)).

2.2 Experimental Setup

We designed and ran nine account configurations, each consisting of five sockpuppet accounts with identical behavior. Each sockpuppet account is controlled by a bot running on an Android mobile device and watches 1.8K videos divided into six sessions (300 videos in each session). Random delays separate each session to avoid overloading the TikTok platform. We ran five identical sockpuppet accounts for each configuration. Table 1 provides an overview of the configuration of our sockpuppet accounts.

No Engagement (NE) Configuration. The sockpuppet accounts with the NE configuration visit the “For You” feed, capture the explanations from all regular videos, and do not perform any engagement actions (no shares, no likes, etc.).

Liking (L1-L3) Configuration. These sockpuppet accounts visit the “For You” feed, and after capturing the explanations, they like videos with a probability of 0.05, 0.1, and 0.2 for L1, L2, and L3, respectively.

Sharing (S1-S3) Configuration. The sockpuppet accounts with the S1-S3 configurations are similar to the L1-L3 configurations, with the difference that instead of liking videos, they share a video with the same probabilities.

Following (F1-F2) Configuration. The sockpuppet accounts for the F1 and F2 configurations visit the “For You” feed, capture the video explanations, and follow the creator with a probability of 0.05 and 0.1 for F1 and F2, respectively.

During our data collection, we observed that TikTok drops many of the Like and Follow actions (see two last columns in Table 1); these drops are likely due to TikTok’s anti-spam or anti-engagement-fraud mechanisms. These drops can potentially affect the recommended videos, however, since our work aims to study the video explanations, we believe these drops would not affect our main findings. Also, when performing our analysis, we consider only the actions recorded

---

2 TikTok considers copying the video link as a share action as confirmed by obtaining data using GDPR access requests. Moreover, according to our investigation and empirical findings presented in Table 4, simply tapping on the “Share” panel is not considered as an engagement signal by TikTok.
Table 1: Configuration of our automated accounts. We report the probabilities that an account will like, share, and follow a video appearing on the “For You” feed. We also report the number of attempted actions performed by the account and the number of actions that TikTok recorded.

<table>
<thead>
<tr>
<th>Config</th>
<th>(P(\text{Like}))</th>
<th>(P(\text{Share}))</th>
<th>(P(\text{Follow}))</th>
<th>#Bot Actions</th>
<th>#TikTok Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L1</td>
<td>0.05</td>
<td>0</td>
<td>0</td>
<td>385</td>
<td>263</td>
</tr>
<tr>
<td>L2</td>
<td>0.10</td>
<td>0</td>
<td>0</td>
<td>776</td>
<td>418</td>
</tr>
<tr>
<td>L3</td>
<td>0.20</td>
<td>0</td>
<td>0</td>
<td>1,485</td>
<td>776</td>
</tr>
<tr>
<td>S1</td>
<td>0</td>
<td>0.05</td>
<td>0</td>
<td>367</td>
<td>366</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>0.10</td>
<td>0</td>
<td>820</td>
<td>818</td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>0.20</td>
<td>0</td>
<td>1,465</td>
<td>1,464</td>
</tr>
<tr>
<td>F1</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
<td>388</td>
<td>159</td>
</tr>
<tr>
<td>F2</td>
<td>0</td>
<td>0</td>
<td>0.10</td>
<td>741</td>
<td>252</td>
</tr>
</tbody>
</table>

Table 2: List of video explanations. The bold text refers to the name of each explanation (used throughout the paper).

<table>
<thead>
<tr>
<th>Category</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engagement-based</td>
<td>You shared similar videos</td>
</tr>
<tr>
<td></td>
<td>You commented on similar videos</td>
</tr>
<tr>
<td></td>
<td>You liked similar videos</td>
</tr>
<tr>
<td></td>
<td>You are following &lt;username&gt;</td>
</tr>
<tr>
<td></td>
<td>You watched similar videos</td>
</tr>
<tr>
<td>Content-based</td>
<td>This video is longer, and you seem to like longer videos</td>
</tr>
<tr>
<td></td>
<td>This video is popular in your country</td>
</tr>
<tr>
<td></td>
<td>This video was posted recently</td>
</tr>
</tbody>
</table>

3.1 Types of Video Explanations

We start by looking at the explanations that we discovered (see Table 2). Our sockpuppet accounts encountered eight explanations, and we broadly categorize them into Engagement-based Explanations and Content-based Explanations.

Engagement-based explanations consider user engagement when generating the explanations. Our sockpuppet accounts encountered five Engagement-based explanations:

- **Shared:** “You shared similar videos.” Refers to videos similar to the videos a user has previously shared on TikTok or other platforms (e.g., WhatsApp, Facebook, etc.).
- **Commented:** “You commented on similar videos.” Refers to videos that are similar to the videos that a user commented on.
- **Liked:** “You liked similar videos.” Refers to videos that are similar to the videos a user previously liked.
- **Following:** “You are following <username>.” Refers to videos uploaded by a creator that a user has already followed. This is a parameterized explanation, as it pro-
Given that ad explanations are extensively studied by previous work (Andreu et al. 2018; Lee et al. 2022; Wei et al. 2020; Wilkinson et al. 2021; Gkiouzepi et al. 2023), in our analysis, we focus on explanations provided to content that is recommended by the TikTok algorithm and is not advertisements, namely regular videos.

**Prevalence of video explanations.** Next, we aim to measure and analyze the prevalence of each explanation. We do this analysis to potentially understand how TikTok applies these explanations and explore the factuality of video explanations. Table 4 reports, for each configuration, the percentage of videos that had each video explanation (each row reports the mean and standard deviation of five sockpuppet accounts). We make several observations. For the NE configuration, where the sockpuppet accounts scroll through the “For You” feed without engaging with the videos (other than watching the videos for a few seconds), we observe a surprisingly large percentage of Engagement-based explanations. Specifically, 34% of the videos received the Commented explanation, 8% the Liked explanation, and 0.67% the Shared explanation. These results are surprising, given that the sockpuppet accounts did not comment, like, or share any video in this account configuration. Second, we observe that the Popular explanation is provided to almost all videos across all configurations (more than 98%). Third, for the configurations involving user engagement (i.e., liking, sharing, and following accounts), we observe that the prevalence of the explanations changes based on the sockpuppet behavior. For instance, when the sockpuppet accounts like videos (see configurations L1-L3), the Liked explanation is provided to 89%-97% of all videos; however, we still observe videos receiving explanations for other engagements that the account did not perform (e.g., 2%-6% for Commented explanation). The same finding applies when sockpuppet accounts share videos (see configurations S1 to S3) or followed accounts (configurations F1 and F2). For the Following explanation, we observe that it is only provided to the sockpuppet accounts that followed some accounts with only a small percentage of videos (3%-6%). Finally, we observe that the Recently explanation is not frequent; we only encountered it in 0.03% of all videos in the S1 configuration.

**Videos with explanations vs. without explanations.** Here, we aim to uncover potential underlying reasons why a considerable percentage of videos (8.69%) do not have explanations. Given that almost all videos have the Popular explanation, a potential reason for not including explanations for some videos is that those videos are not popular on TikTok. To assess if this is a valid reason, we compare the distributions of various popularity metrics (number of views, likes, shares, and comments) for videos that received explanations and videos without explanations. We use these metrics as a proxy for content popularity on TikTok, which is in line with previous work (Klug et al. 2021; Boeker and Urman 2022). Figure 2 shows the Cumulative Distribution Function (CDF) of the number of views, likes, shares, and comments for videos with explanations and videos without explanations for all the videos in our dataset. We observe that videos with explanations generally have more views, likes, shares, and comments than videos without explanations. No-

<table>
<thead>
<tr>
<th>Config.</th>
<th>#Videos</th>
<th>% Ad Videos</th>
<th>% Reg. Videos</th>
<th>% Reg. Videos w. Explanations</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE</td>
<td>8,943</td>
<td>13.98 %</td>
<td>7,645</td>
<td>92.35 %</td>
</tr>
<tr>
<td>L1</td>
<td>8,912</td>
<td>11.74 %</td>
<td>7,804</td>
<td>87.03 %</td>
</tr>
<tr>
<td>L2</td>
<td>8,959</td>
<td>10.36 %</td>
<td>7,952</td>
<td>89.96 %</td>
</tr>
<tr>
<td>L3</td>
<td>8,927</td>
<td>12.98 %</td>
<td>7,684</td>
<td>94.47 %</td>
</tr>
<tr>
<td>S1</td>
<td>8,893</td>
<td>11.02 %</td>
<td>7,818</td>
<td>97.93 %</td>
</tr>
<tr>
<td>S2</td>
<td>8,917</td>
<td>12.37 %</td>
<td>7,728</td>
<td>96.27 %</td>
</tr>
<tr>
<td>S3</td>
<td>8,958</td>
<td>15.73 %</td>
<td>7,444</td>
<td>98.27 %</td>
</tr>
<tr>
<td>F1</td>
<td>8,917</td>
<td>11.73 %</td>
<td>7,731</td>
<td>88.42 %</td>
</tr>
<tr>
<td>F2</td>
<td>8,939</td>
<td>13.55 %</td>
<td>7,624</td>
<td>77.15 %</td>
</tr>
</tbody>
</table>

Table 3: Video statistics for each configuration.

For instance, many explanations include “similar videos,” without providing context on assessing the content similarity. Also, there are no clear guidelines on what constitutes a long, popular, or recent video when providing these explanations.

### 3.2 Prevalence and Characterization of Explanations

Here, we characterize and measure the prevalence of video explanations. Table 3 reports the number of videos watched by our sockpuppet accounts for each account configuration and the percentage of videos with video explanations. We observe that most videos have explanations, on average, 91.31% of all videos. Also, by examining the number of explanations per video, we find that 8.69% of the videos have no explanations, 89.10% of the videos have two explanations, 2.18% of the videos have three explanations, while 0.02% of the videos have four explanations. Our sockpuppet accounts encountered 10%-15% of videos that were advertisements; all the advertisements had explanations that were completely different from those provided in regular videos. Given that ad explanations are extensively studied by previous work (Andreou et al. 2018; Lee et al. 2022; Wei et al. 2020; Wilkinson et al. 2021; Gkiouzepi et al. 2023), in our analysis, we focus on explanations provided to content that is recommended by the TikTok algorithm and is not advertisements, namely regular videos.

- **Watched:** “You watched similar videos.” Refers to videos that are similar to the previously viewed videos that a user watched until the end.
- **Content-based explanations** are provided because of content characteristics, such as the content length, the popularity of the content, and when it was posted. Our sockpuppet accounts encountered three Content-based explanations;
  - **Longer:** “The video is longer, and you seem to like longer videos.” Refers to videos that have a long duration. Note that the phrasing of this explanation hints toward both Engagement and Content signals. However, based on our analysis in Section 3.2, we argue that it is a primarily Content-based explanation.
  - **Popular:** “This video is popular in your country.” Refers to videos that are popular in the user’s country.
  - **Recently:** “The video was posted recently.” Refers to videos recommended to a user shortly after their creation.

Overall, by reading these explanations, it becomes apparent that several aspects of these explanations are vague, which can potentially limit their utility to end-users. For instance, many explanations include “similar videos,” without providing context on assessing the content similarity. Also, there are no clear guidelines on what constitutes a long, popular, or recent video when providing these explanations.
Table 4: Percentage of videos that have each explanation. We focus on the set of videos that had at least one explanation. Each row contains, for each configuration, the mean and standard deviation of the percentage of videos that had the corresponding explanation across the five sock puppet accounts.

<table>
<thead>
<tr>
<th>Config</th>
<th>%Shared</th>
<th>%Commented</th>
<th>%Liked</th>
<th>%Following</th>
<th>%Watched</th>
<th>%Longer</th>
<th>%Popular</th>
<th>%Recently</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE</td>
<td>0.67 ± 0.1</td>
<td>34.09 ± 5.5</td>
<td>8.01 ± 0.7</td>
<td>0.00 ± 0.0</td>
<td>56.00 ± 3.7</td>
<td>1.93 ± 2.2</td>
<td>100.00 ± 0.0</td>
<td>0.00 ± 0.0</td>
</tr>
<tr>
<td>L1</td>
<td>0.03 ± 0.0</td>
<td>6.78 ± 2.8</td>
<td>89.62 ± 3.9</td>
<td>0.00 ± 0.0</td>
<td>3.51 ± 3.3</td>
<td>5.52 ± 6.7</td>
<td>99.97 ± 0.0</td>
<td>0.00 ± 0.0</td>
</tr>
<tr>
<td>L2</td>
<td>0.00 ± 0.0</td>
<td>2.71 ± 1.8</td>
<td>97.24 ± 1.8</td>
<td>0.00 ± 0.0</td>
<td>0.01 ± 0.0</td>
<td>1.28 ± 1.5</td>
<td>99.99 ± 0.0</td>
<td>0.00 ± 0.0</td>
</tr>
<tr>
<td>L3</td>
<td>0.00 ± 0.0</td>
<td>4.22 ± 1.1</td>
<td>95.78 ± 1.1</td>
<td>0.00 ± 0.0</td>
<td>0.00 ± 0.0</td>
<td>2.04 ± 2.7</td>
<td>99.97 ± 0.1</td>
<td>0.00 ± 0.0</td>
</tr>
<tr>
<td>S1</td>
<td>94.95 ± 1.5</td>
<td>3.70 ± 0.9</td>
<td>0.83 ± 0.5</td>
<td>0.00 ± 0.0</td>
<td>0.48 ± 0.9</td>
<td>1.90 ± 2.0</td>
<td>99.95 ± 0.0</td>
<td>0.03 ± 0.1</td>
</tr>
<tr>
<td>S2</td>
<td>97.84 ± 0.9</td>
<td>1.68 ± 0.7</td>
<td>0.48 ± 0.3</td>
<td>0.00 ± 0.0</td>
<td>0.00 ± 0.0</td>
<td>0.55 ± 0.4</td>
<td>99.99 ± 0.0</td>
<td>0.00 ± 0.0</td>
</tr>
<tr>
<td>S3</td>
<td>98.46 ± 0.4</td>
<td>1.27 ± 0.3</td>
<td>0.26 ± 0.2</td>
<td>0.00 ± 0.0</td>
<td>0.00 ± 0.0</td>
<td>0.82 ± 0.5</td>
<td>99.99 ± 0.0</td>
<td>0.00 ± 0.0</td>
</tr>
<tr>
<td>F1</td>
<td>0.07 ± 0.1</td>
<td>31.63 ± 15.9</td>
<td>14.06 ± 13.2</td>
<td>2.99 ± 1.3</td>
<td>51.98 ± 12.7</td>
<td>3.66 ± 3.1</td>
<td>99.66 ± 0.3</td>
<td>0.00 ± 0.0</td>
</tr>
<tr>
<td>F2</td>
<td>0.07 ± 0.1</td>
<td>59.65 ± 13.1</td>
<td>20.52 ± 10.3</td>
<td>5.86 ± 3.2</td>
<td>19.40 ± 22.7</td>
<td>2.31 ± 2.2</td>
<td>98.54 ± 1.2</td>
<td>0.00 ± 0.0</td>
</tr>
</tbody>
</table>

Figure 2: CDF of the number of views, likes, shares, and comments on TikTok for videos with and without explanations.

Video Explanations and Video Engagement. Here, we investigate if there is any correlation between the video metadata and the provided explanations. Our results, thus far, show that accounts that do not engage with videos on TikTok are provided with a substantial number of engagement-based explanations (i.e., liking, sharing, and commenting). One question that arises is whether TikTok provides such explanations to videos that generally have very high engagement on the entire platform, irrespective of the user’s actions. In other words, we aim to investigate, for instance, if TikTok is more likely to provide the Liked explanation to videos that have already accumulated a lot of likes on TikTok. Figure 3 shows the CDF of the number of likes, shares, and comments for videos that had the Liked, Shared, and Commented explanation and videos without those explanations, respectively, for the NE configuration. We observe that videos that receive the Liked explanation have substantially more likes on TikTok compared to the videos without the Liked explanation. The same applies to the videos that receive the Shared and Commented explanations. The differences in these distributions are significant, as confirmed by a two-sample Kolmogorov-Smirnov test ($p < 0.01$). We repeated the same analysis for the rest of the configurations, finding similar statistically significant results. Overall, these results imply that the engagement received by a video on the entire TikTok platform will likely affect the provided explanations, as we observed that even for accounts with no engagement, we have videos that receive these explanations, likely because they already have a lot of engagement.

Video Explanations and Video Characteristics. We also compare the video explanations with video-based characteristics like the video duration. Particularly, we compare the distributions of the video duration for videos that received the Longer explanation and videos without the Longer explanation (see Figure 4(a)). We observe that all videos that receive the Longer explanation have a duration of less than 45 seconds or more, whereas the overwhelming majority of videos without the Longer explanation have a duration of less than 45 seconds. Recall, however, that the explanation is phrased as “This video is longer, and you seem to like longer videos,” which indicates that TikTok also considers the user behavior when providing this explanation. To investigate whether TikTok actually considers user engagement (in the form of watching the videos till the end), we plot the CDF of how much time our sock puppet accounts spend on each video to capture the explanations (see Figure 4(b)). We observe that...
Figure 3: Comparison of video metadata for videos with/without an explanation for the No-Engagement (NE) configuration.

for 92% of the videos, our sockpuppet accounts spent 15 seconds or less on them, with a maximum value of 32 seconds. This indicates that our sockpuppet accounts did not watch till the end any of the “long” videos (i.e., 45 seconds or more), which likely indicates that the explanation is solely provided because the video has a long duration, irrespective of how long the user watched previous so-called “long” videos, which is a proxy to identify if a user likes the content.

3.3 Main Take-Aways
The main take-away points from our analysis aiming to characterize video explanations are:
• A large percentage of videos (more than 40%) received engagement-based explanations when the sockpuppet accounts did not engage with any video.
• We find that the Popular explanation is provided to almost all the videos that receive explanations on TikTok (over 98% across all our sockpuppet accounts).
• TikTok fails to provide explanations to 8.69% of all the video recommendations.
• The use of engagement-based explanations is likely influenced by the overall engagement that videos received on the entire TikTok platform. For instance, we find that videos with the Liked explanation have significantly more likes than videos without the Liked explanation.
• The TikTok explanations are written in a way that suggests they are personalized based on the activity/engagement of a user, however, our analysis indicates that explanations are applied in a non-personalized way (i.e., explanations are likely added due to the overall video engagement/characteristics, irrespective of users’ activity/engagement).

4 RQ2: Accuracy and Comprehensiveness of Video Explanations
Thus far, our analysis shows that some explanations are provided to videos in a way that does not consider user behavior. Motivated by these preliminary findings, in this section, we take a deep dive into understanding two key aspects of video explanations, namely Accuracy and Comprehensiveness. To do this, we create connections between the user behavior/video characteristics and the respective explanations, hence labeling the videos with TikTok explanations. For accuracy, we model the problem as a binary classification task and measure the number of false positives and false negatives generated between our labeling and TikTok-provided explanations. For comprehensiveness, we compare the set of our labeled explanations and those provided by TikTok to assess if TikTok provides all the applicable explanations on videos. Below, we describe our methodology for operationalizing these aspects and our findings.

4.1 Methodology and Data Preprocessing
Labeling Methodology. To assess the accuracy and comprehensiveness of video explanations, we need to label the videos with all feasible explanations based on user behavior and video characteristics. By doing so, we generate a ground truth dataset of explanations, which we will later compare with the TikTok-provided explanations to assess the accu-
racy and comprehensiveness of the explanations. Our labeling approach relies on the results presented in Section 3.2 with some additional assumptions on what constitutes “similar videos,” which is a phrase commonly used in TikTok explanations (see Table 2). Our labeling approach works by iterating over the videos chronologically and assigning all possible explanations to each video based on some pre-determined conditions for the engagement-based and content-based explanations. We expand over these underlying “assumptions” and “pre-determined conditions” that were used in our labeling process in the paragraphs.

The four Engagement-based explanations, namely Shared, Liked, Watched, and Commented, express the “similarity” between videos as a possible reason for a video being recommended. Therefore, we need to measure the similarity between videos so that our explanation labeling approach can assign these four explanations to the videos. To measure the similarity between videos, we consider their hashtags, sounds, and content creators; we assume two videos are similar if they share at least one common hashtag, or have the same sound, or are created by the same content creator. We do not provide any of these four explanations in cases where videos do not have hashtags or a sound. Given this notion of video similarity, we assign these four explanations to a video taking into account the account’s engagements with previous videos on its feed. Particularly, a video gets the Shared, Liked, or Commented explanation if there exists a similar video on its feed that was previously shared, liked, or commented on. As for the Watched explanation, we consider a video as watched if the account watched it for at least the full duration of the video. For the Following explanation, we check if a video’s content creator was already followed.

For the Content-based explanations, our labeling approach relies solely on video characteristics. For the Longer explanation, we consider a video to be long if its duration is at least 45 seconds; we select this threshold based on the analysis in Section 3.2 (see Figure 4(a)), as we aim to have a labeling approach that is as much as possible inline with how TikTok adds explanations. Similarly, for the Popular explanation, we assign the explanation if a video has at least 100K views (see Figure 2(a)). Finally, for the Recently explanation, our dataset contains only two videos with this explanation. These instances have a time difference between the video view and upload item of 81K and 77K seconds. Since we lack sufficient data to draw conclusions as to what constitutes a “recent” video, we refrain from providing the Recently explanation to the videos.

Preprocessing the Dataset. One of the features used to assess video similarity is the set of hashtags provided by the video creator in the video description. On TikTok, many content creators include various generic and popular hashtags to influence the recommendation system and increase the probability of the video appearing in other users’ “For You” feed (Klug et al. 2021). For example, such generic and popular hashtags are #foryoupage, #fyp (an acronym for “For You Page”), #foryou, and #viral. The existence of these hashtags is affecting our similarity approach; i.e., if all videos have the #fyp hashtag, then our labeling approach will consider all videos as similar to each other. Therefore, we preprocess our dataset and remove all generic hashtags from the video descriptions. To do this, we consider the hashtags that appear in at least 0.1% of the videos, corresponding to the top 470 hashtags in our dataset. Next, we review these hashtags systematically and remove the general and meaningless ones. These removed hashtags are generally different variations of writing the #foryoupage or #viral hashtags.

Validating the Labeling Methodology. Our labeling methodology makes some assumptions about what constitutes similar videos, and we do not know how accurate our similarity labels are. To assess how accurate our methodology is concerning labeling similar videos, we perform a manual validation. We extract a random sample of 100 video pairs: 50 video pairs labeled as similar and 50 video pairs labeled as dissimilar. Then, three researchers independently annotated the video pairs to assess whether they were similar. Given that TikTok does not provide a notion of similarity, we asked the annotators to label the videos as similar or dissimilar without providing a definition of similarity. We find a Fleiss’ Kappa score of 0.825, which indicates an almost perfect inter-annotator agreement between the three researchers (Fleiss 1971). In the end, we label the 100 videos in our sample based on the majority agreement of the labels and calculate standard classification metrics to assess the performance of the labeling methodology. We observe that our similarity labels have an accuracy, precision, recall, and F1 score of 0.84, 0.78, 0.88, and 0.82, respectively. We believe that for the purposes of this study, this performance is acceptable.

4.2 Results

Here we present our results on the accuracy and comprehensiveness of TikTok explanations.

Accuracy. By considering the provision of an explanation to a video as a binary classification task, we can assess its accuracy by measuring the True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) metrics.
Figure 5: CDF of the Jaccard index between the explanations generated by our methodology and TikTok explanations.

Here, we treat the explanations provided by TikTok as predictions and the explanations provided by our labeling approach as ground truth labels. As noted in Section 4.1, for the explanations that require assessing video similarity, we are unable to assess the similarity for videos without hashtags or sound, hence, we put them in the Not Available (NA) category.

Table 5 shows the aggregate accuracy metrics of each explanation across all account configurations. The Shared explanation has a FP rate of 0.12, FN of 0.0, TP of 0.10, TN of 0.68, and NA of 0.10. Therefore, we see a moderate total error rate of 0.12 and a high accuracy of 0.78. For the Commented explanation, we find a FP of 0.14 and TN of 0.86. The rest of the metrics are 0. As no account engaged with TikTok by writing comments on the videos, any occurrence of the Commented explanation would be a False Positive instance. Hence, these results are indeed in accordance with our experimental setup. Our findings show a FP rate of 0.17, FN of 0.01, TP of 0.08, TN of 0.65, and NA of 0.09 for the Liked explanation. With a moderate total error rate of 0.18 and an accuracy rate of 0.73, we note that TikTok’s recommendation system acts quite similarly in terms of accuracy for both the Liked and Shared explanations. We find a 0.01 rate of TP and a 0.99 rate of TN for the Following explanation, while the other metrics are 0. Our results show that this explanation is one of the most accurate explanations provided by TikTok. For the Watched explanation, we observe a FP rate of 0.02, FN of 0.45, TP of 0.08, TN of 0.17, and NA of 0.28. Our findings show that with an error rate of 0.47, the Watched explanation is the most inaccurate among all seven explanations. The Longer explanation has a TP rate of 0.02, a TN of 0.98, and the rest of the metrics are at 0. Similar to the Following explanation, our results indicate that this explanation, while being almost error-free, is also one of the most accurate explanations provided by TikTok. Lastly, for the Popular explanation, we see a FP rate of 0.01, FN of 0.07, TP of 0.9, TN of 0.02, and NA of 0. With an error rate of 0.08, this explanation is also among the most accurate explanations provided by TikTok.

**Comprehensiveness.** By treating the explanations provided by TikTok and our labeling explanations for a video as two sets, we can assess the comprehensiveness of the provided explanations by measuring the Jaccard index of these two sets. Figure 5 shows the CDF of the Jaccard index for all the videos in our dataset. We observe that in 9% of the videos, we have a Jaccard index of 0, implying a complete disagreement between the set of explanations provided by TikTok and our labeled explanations. Moreover, in 9% of the videos, we have a Jaccard index of 1, indicating full agreement between the set of explanations provided by TikTok and our explanation generation system. Also, we see that in 69% of the videos, the computed Jaccard index is at least 0.5, suggesting that a fair amount of comprehensiveness exists in the explanations provided by TikTok. Overall, these results suggest that for some videos, there are possible explanations that are not provided by TikTok, which highlights the need for more comprehensive transparency.

### 4.3 Main Take-Aways

The main take-away points from our analysis to assess the accuracy and comprehensiveness of video explanations are:

- **Our accuracy assessment analysis shows that overall, the explanations Following and Longer are the most accurate explanations provided by TikTok’s recommendation system.** Followed by these, the Popular and Commented explanations, with error rates of 0.08 and 0.14, respectively, obtain the highest accuracies among the remaining explanations. On the other hand, the Shared, Liked, and Watched explanations have lower accuracies, with the Watched being the least accurate explanation with an error rate of 0.47, and Liked and Shared explanations having error rates of 0.18 and 0.12, respectively.

- **Our comprehensiveness analysis shows that TikTok does not provide all the possible explanations for video recommendations.** We find that for only 9% of the video recommendations, we had the same explanations provided by TikTok and our labeling approach.

## 5 Related Work

This section describes previous efforts to understand content explanations and auditing recommendation systems.

**Explanations for Social Media Content.** The prior work on the explanations provided by social media platforms as to why content is being suggested to the users is mainly focused on the explanations of the advertisements. This is because, until recently, mainstream social media platforms had not incorporated the feature of providing explanations for normal content other than advertisements. As a groundbreaking step towards transparency and explainability of the contents shown on users’ feeds, the giant social media platforms started providing explanations for advertisements, shedding light as to why certain ads are shown to the users (Meta 2023; Google 2023a; Corp. 2023). Back in 2018, in a seminal piece of work, Andreou et al. (Andreou et al. 2018) performed the first empirical study of explanations in social media advertising and showed that in the case of Facebook, the provided ad explanations are usually incomplete and even sometimes misleading. With the increasing number of machine learning applications, algorithmically-based recommendation systems...
are also emerging. Prior work has stated the importance of defining and evaluating interpretability, transparency, and accountability of these machine learning systems (Lipton 2018; Doshi-Velez and Kim 2017; Wieringa 2020; Weller 2017). On the other hand, with the advent of these machine learning models and their prevailing acceptance by society, the concept of trust in these systems, from the perspective of the users, is becoming more critical. Some previous work indicates that providing explanations and adopting transparency would increase public trust in a platform (Lipton 2018; Ribeiro, Singh, and Guestrin 2016). Despite this, Weller (Weller 2017) argues that platforms may be able to trick their users into having trust in their systems by providing useless explanations. On the other hand, Kizilcec (Kizilcec 2016) shows that providing either too little or too much transparency to the users erodes their trust in the systems. Therefore, platforms require balanced interface transparency, not too little and not too much, when aiming to maximize the users’ trust. Consequently, finding this balanced sweet spot is a challenging task. In work towards this direction focused on ad explanations, researchers found that the users preferred interpretable and non-creepy explanations, as well as a recognizable link to their identity as to why an ad is shown to them (Eslami et al. 2018).

**Recommendation Systems Auditing.** With the increasing advancement and utilization of machine learning systems, user feeds on social media platforms have started serving content that is suggested by the recommendation algorithms (TikTok 2020). Therefore, the importance of these recommendation systems and their effects on humans are growing over time (Sandvig et al. 2014; Bandy 2021). On the other hand, providing detailed explanations on how these neural network-based systems work has been a challenging task (Mitchell et al. 2007; Goodfellow, Bengio, andCourville 2016). Hence, to better understand how these artificially intelligent recommendation systems work, we need to conduct audits (European Commission 2023). Researchers have already shown that algorithm audits can reveal controversial and problematic behaviors of recommendation systems. For instance, recommendation systems may trap their users in filter bubbles (WSJ Staff 2021), provide them with extreme contents (Ribeiro et al. 2020), or preserve biases (Baeza-Yates 2020). To audit the video explanations provided by TikTok platform, we created fake user profiles and developed an automated bot that engages with the videos on their “For You” feeds. According to the characterization of audit study designs by (Sandvig et al. 2014), our approach belongs to the sockpuppet audit category. There have been multiple pieces of work that are based on sockpuppet audits. For instance, an investigation on TikTok’s recommendation system based on sockpuppet audits showed that TikTok may be able to quickly figure out the bot’s interests, or push the bot’s feed towards a rabbit hole of sad videos (WSJ Staff 2021). In another work, Boeker and Urman empirically investigated various personalization factors on the TikTok platform using a sockpuppet audit methodology (Boeker and Urman 2022).

**Remarks.** In contrast to previous work, we focus on auditing video explanations of non-advertisement content on TikTok. To the best of our knowledge, we perform the first systematic audit of explanations provided by social media platforms on online content recommended by algorithms and not sponsored/paid. We believe that our work paves the way toward auditing transparency efforts by very large social media platforms like TikTok, by characterizing these explanations and assessing their accuracy and comprehensiveness.

### 6 Ethical Considerations and Broader Impact

In this section, we discuss our ethical considerations when conducting this research and the FAIR principles for releasing our dataset. Our study focuses exclusively on collecting publicly available information on the TikTok platform using sockpuppet accounts, hence we are not dealing with any sensitive user data. Our sockpuppet accounts performed some actions on TikTok (i.e., like videos and randomly follow some creators), however, since we only used 45 sockpuppet accounts in total, we do not anticipate that any user harm will arise from these actions. At the same time, we carefully designed our sockpuppet accounts to not incur a substantial overhead to the TikTok platform (e.g., by adding delays between sessions), which might harm the user experience of other TikTok users browsing the platform or cause any disruption to the platform. Overall, even though TikTok’s Terms of Service (ToS) prohibits any data or content extraction from the platform using any automated system or software that is not provided by TikTok or approved in writing by TikTok (TikTok 2023), we believe that the benefits of our systematic audit and analysis outweigh the potential harms arising from our data collection and interaction with the TikTok platform.

We plan to make our dataset publicly available following the FAIR principles (Wilkinson et al. 2016). The dataset will be available on a prominent cloud storage service, making it *findable* and *accessible*. The dataset will be *interoperable* in that it will be released in a Python-readable format. Moreover, our dataset is *reusable* as besides clearly stating the steps taken to collect the dataset, we plan to release a README file that explains correct data usage.

### 7 Discussion & Conclusion

In this work, we performed a large-scale audit of explanations provided on TikTok video recommendations. Using 45 sockpuppet accounts, we collected 69K video views and 128K explanations. We plan to make the code and collected dataset publicly available, which we believe is an essential step towards more algorithmic audits and understanding these transparency efforts. Then, we analyzed the collected dataset to understand the various video explanations and how they are applied on TikTok. Also, we assessed the accuracy and comprehensiveness of these explanations on TikTok. Our characterization shows that TikTok applies several Engagement-based and Content-based explanations on each video recommendation, with almost 90% of the videos including two video explanations. Also, we find that some explanations, e.g., the *Popular* explanation, are provided in
almost all the videos (more than 98% of the videos with explanations). More worrying is the finding that some explanations are written in a personalized manner, but they are applied in a non-personalized manner; e.g., we find that 34% of the videos include the Commented explanation when our sockpuppet account made zero comments on TikTok. Finally, our accuracy analysis indicates that TikTok explanations have varying accuracies, with content-based explanations being more accurate than engagement-based explanations. Concerning comprehensiveness, we find for most of the videos (91%), TikTok does not provide all feasible explanations. Below, we discuss the implications of these findings and the limitations of this work.

Explanation Utility. Our work emphasizes the need for further studies to investigate the utility of video explanations. We observed that explanations are sometimes added without considering the user behavior and that some explanations appear in almost all the videos. These two factors affect the utility of the explanations for end-users. For instance, end-users will likely ignore explanations that are presented in all videos, as they are not informative, while the fact that explanations are added without considering the user behavior may cause end users not to trust the provided explanations (i.e., the perceived explanation accuracy will diminish).

Explanation Personalization & Phrasing. Our characterization shows that most explanations are written and presented in a way that they are personalized, however, our analysis shows that they are applied in a non-personalized way. This highlights the need for greater transparency by social media platforms, particularly explaining to users which explanations pertain to their user engagement/behavior and which explanations are not. We argue that it is important that social media platforms design more fine-grained explanations that will give users enough context to understand why they are getting recommended certain videos.

Regulation Compliance. DSA’s recital 70 mentions that online platforms “should include at least the most important criteria in determining the information suggested to the recipient of the service and the reasons for their respective importance, including where information is prioritised based on profiling and their online behaviour” (European Commission 2023). Based on our analysis and findings, we can conclude that TikTok’s transparency efforts are not fully compliant with the DSA regulation, given that most of the provided explanations are generic and there is no explanation of the importance of the factors that affect the recommendations. Taken all together, there is a need for collaboration between social media platforms, regulators, and end-users to ensure that the social media platforms are providing explanations that are compliant with the regulations and that end-users can comprehend why they are getting recommended specific content online easily.

Potential Sources of Bias. Our analysis and findings demonstrate that TikTok video explanations on regular videos are very generic and high-level. Therefore, it is highly unlikely that these explanations can be used to analyze potential sources of bias. For instance, whether TikTok uses explanations in a specific way in order to fit some political agenda. Nevertheless, some of our preliminary investigations on explanations in advertisement videos show that those explanations are more fine-grained and specific. For instance, we find explanations like “TikTok’s estimate of your interest in News & Entertainment or a similar category” or “TikTok’s estimate of your interest in Sports & Outdoors or a similar category.” This indicates that TikTok has more information on the users, which is not provided in the explanations on regular videos. We believe that in the future, a potential research direction is analyzing the potential sources of bias by looking into explanations provided on both regular and advertisement videos.

Limitations. Our work has some limitations. First, our data collection is limited to a single platform (i.e., TikTok) and it is done for a short time period (3 months). These limitations do not allow us to study the use of video explanations across multiple platforms, or how the time dimension may affect the provided video explanations. We leave all these research endeavors as part of our future work. Second, our accuracy and comprehensiveness analysis relies on our labeling approach that assesses the similarity of videos using hashtags, sounds, and video creators. Based on the user annotation results for validating our labeling approach, we think that these features are a good proxy for content similarity, however, our approach is limited because even though the features we use can be potential indicators of video similarity, we do not consider the complex nature of video content. Despite these important limitations, we believe that our work is an important step towards understanding the application and effectiveness of these algorithmic transparency efforts by very large social media platforms like TikTok.

Future Work. Our work creates avenues for future work. Future work can explore the causal relationships between the quality and personalization of explanations and user behavior, trust, and content engagement. Also, future work can investigate differences in video explanations across various demographics, as well as investigate ways to study biases that may arise from the use of video explanations by platforms like TikTok.
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