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Abstract

Billions images are shared daily on social networks. When shared with an inappropriate audience, user-generated images can, however, compromise users’ privacy and may have severe consequences, such as dismissals. To address this issue, different solutions were proposed, ranging from graphical user interfaces to Deep Learning (DL) models to alert users based on image sensitivity prediction. Although these models show promising results, they are evaluated on datasets relying on small participants’ samples. To address this limitation, we first introduce SensitivAlert, a dataset that re-annotates the previously annotated images from two existing datasets, but using a German-speaking cohort of 907 participants. We then leverage it to classify images according to two sensitivity classes—private or public—using recent transformer-based DL models. In our evaluation, we first consider consensus-based generic models using our dataset as benchmark based on image content itself and its associated user tags. Moreover, we show that our fine-tuned models trained on our dataset better reflect users’ image privacy conceptions. We finally focus on individual user’s privacy estimation by investigating three approaches: (1) a generic approach based on participants’ consensus for fine-tuning, (2) a user-wise approach based on user’s privacy preferences only, and (3) a hybrid approach that combines individual preferences with consensus-based preferences. Our results finally show that the generic and hybrid approaches outperform the user-wise one for most users, thus ensuring the feasibility of image privacy prediction preferences at the individuals’ level.

Introduction

Internet users share daily an unprecedented volume of self-generated content on Social Network Sites (SNS). According to (SocialPilot 2023), 36% of Facebook and 72% of Instagram posts are images. Posting these images may threaten the privacy of users, if shared with an inappropriate audience. While SNS may offer interfaces to control their access, it has been shown that users rarely leverage them. The reasons behind it are multiple. For example, these control mechanisms may not be directly accessible by the users (Chen et al. 2019), time-consuming to use (Lipford, Besnier, and Watson 2008), or complex to apply so that they match users’ privacy preferences (Alan et al. 2022). Not exercising such control can, however, have severe consequences. For example, the inference of personal information, e.g., from images, can result in cyberstalking (Dressing et al. 2014), doxing (Snyder et al. 2017), or sextorsion (Yates 2017). Instead of relying on a manual control of the audience by the participants, Reinhardt et al. (2015) proposed a privacy assistant that supports users in automatically recognizing sensitive images and alerts them, before being shared on SNS. As basis for its realization, Zerr et al. (2012) introduced PicAlert dataset, which is used by several works as a benchmark to investigate image sensitivity prediction. Aside from PicAlert, (Zhao et al. 2022) introduced PrivacyAlert. The resulting models are based on a consensus idea of privacy, i.e., on a majority agreement of annotations from several users for a particular image. They assume that such generic models would recognize common patterns of different users’ privacy perceptions. However, SNS users often have different and subjective privacy perceptions and concerns (Coopamootoo and Gross 2017). Moreover, PicAlert is based on annotated images by only 81 users recruited from a Computer Science campus, Facebook, and two Russian forums. Besides, PrivacyAlert is based on users recruited from Amazon MTurk and considers only 1,704 private images. Thus, the small users’ size may not be representative for SNS users and the small number of private images may lead on building models that do not generalize well for other private images. Additionally, an MTurk cohort is expected to include mainly USA-based participants (75%) and Indians (16%) (Difallah, Filatova, and Ipeirotis 2018). Privacy is, however, a cultural construct (Lunheim and Sindre 1993) as confirmed by inter-cultural differences observed in different domains (EU Commission 2019; Coopamootoo 2020; Mummert et al. 2021; Markos, Milne, and Peltier 2017). Thus, the performances measured in PicAlert and PrivacyAlert may not be representative for other cohorts.

In this paper, we hence investigate different consensus-based and participant-wise sensitivity classification approaches using advanced transfer-learning techniques in a more representative dataset. We fine-tune and evaluate them within our cohort. Moreover, we consider models based not only on image content, but also on user tags and their combinations with deep features. We also evaluate the differences between cohorts by investigating whether our models generalize better when fine-tuned on other cohorts and vice versa.
In summary, we contribute as follows:

- **Our dataset.** We have conducted a user study with 907 German-speaking participants to create a new dataset referred to as SensitivAlert. By focusing on a German cohort, we aim to capture in particular the nuances of privacy perceptions within an isolated cohort. Each participant annotated 60 images. Each image was annotated multiple times. From them, we derive a consensus dataset with images annotated with the majority label by the majority of their respective annotators.

- **Performance of generic-based models on consensus images.** We fine-tune BERT Pre-Training of Image Transformers (BEiT) (Bao et al. 2021), EVA-02 (Fang et al. 2023), and ConvNeXt V2 (Woo et al. 2023) models to classify images according to users’ perceived image sensitivity. We combine user tags and deep features generated by pre-trained EVA-02 to fine-tune BERT classification model. We also leverage user tags and deep features jointly to fine-tune ALBEF. The models determine the image sensitivity based on both the user and deep features. We also fine-tune BERT with user tags only resp. deep features only to estimate their individual performance. For example, we reach a 77.48 % f1 on our overall SensitivAlert dataset for our best performing model. Moreover, we compare the performance of our fine-tuned models by (1) training in our cohort and evaluating in each of existing cohorts, and vice versa, against (2) the training and evaluating of those models in our dataset in order to identify potential modelling differences between cohorts. Our results show that fine-tuning BEiT based on our cohort and evaluating on existing ones lead to better results than conversely, with up to 22.41% f1 difference, thus suggesting that our model represents better the privacy preferences of SNS users than others.

- **Participant-wise generic model performance.** We further explore the performance of the generic model at the individual level by fine-tuning and validating BEiT and EVA-02 models on the consensus-based dataset and evaluating the performance for each participant in the evaluation set. BEiT reaches 0.69 f1 average participant-wise, demonstrating its feasibility on individuals.

- **Performance of personalized-based models.** We also evaluate the performance of user-wise and hybrid image sensitivity classification approaches. The former is based on user-specific annotations only. For each participant, we hence fine-tune and validate a separate model in a subset of his/her annotations, and evaluate each model in the remaining annotations. The latter combines user-specific annotations with the consensus ones by fine-tuning BEiT on the consensus dataset and a subset of user-wise annotations from the individuals’ annotations set. Thus, we are able to compare the performance of generic, user-wise and hybrid image sensitivity prediction approaches based on images derived from the same cohort. Our results show that the hybrid approach outperforms the user-wise approach for most users.

The rest of the paper is structured as follows: We first discuss related work. We then introduce our data collection methodology, our dataset, and detail our baseline modeling and approaches. We further highlight our results and discuss them, before concluding and discussing future work.

**Related Work**

We categorize related work as follows: (1) Inferring the sensitivity of different information types (not images) in diverse countries, (2) image sensitivity datasets and image taxonomies based on literature reviews, and (3) Machine Learning (ML)-based image sensitivity prediction. The latter thus shares the most similarities with our work.

**Information Sensitivity Perception**

Existing works examined how users perceive the sensitivity of information. Markos et al. (2017) explored how users in different countries, age groups, and with varying levels of perceived privacy control perceive the sensitivity of information and their willingness to share specific information types. Their findings revealed that, while US users and Brazilians had similar rankings for specific types of information sensitivity, Brazilians were more inclined to share information compared to US users. Schomakers et al. (2019) assessed the sensitivity of 40 types of data in a German cohort. The resulting sensitivity ranking closely resembled the one observed by Markos et al. (2017). While slight variations in the perception of information sensitivity for certain types of data were observed (Almotairi and Bataineh 2020), the overall ranking was comparable to the previous studies. Alemany et al. (2020) examined users’ willingness to share information content and identified information data types that users regretted sharing. Similarly, Reinhardt et al. (2015) conducted a study with 42 Germans to evaluate the sensitivity of 20 types of content to be shared on SNS. These studies collectively indicate a consensus regarding the perceived sensitivity of different data types across various nations and cultures. However, their focus has primarily been on either the overall sensitivity of all data types (Markos, Milne, and Peltier 2017; Schomakers et al. 2019; Almotairi and Bataineh 2020) or on sensitive information shared on social networking platforms (Alemany Bordera, Del Val Noguera, and García-Fornes 2020; Reinhardt, Engelmann, and Hollick 2015). In contrast, we explore the sensitivity prediction of images using ML solutions.

**Image Privacy Datasets and Taxonomies**

**PicAlert.** Zerr et al. (2012) introduced PicAlert originally composed of 37,535 images annotated as either private or public by 81 participants aged between 10 to 59. The images were crawled from publicly shared Flickr images over a period between January and April of 2010. As in our study, they were directed to imagine that they had captured the images themselves. They then had to categorize them as either private, public, or undecided. In the instructions, the images were defined as private, when they belonged to the private sphere, e.g., selfies, images with family members, friends, or their own interiors, or contained information that is not intended to be shared with others, such as confidential documents. All remaining images were to be classified...
as public. If the participants disagreed, the images were presented to a larger group until a consensus was reached. Ultimately, only the images that were labeled as either public or private were further considered for sensitivity prediction.

**PrivacyAlert.** (Zhao et al. 2022) crawled 20,000 Flickr images, 83% of them were posted from 2015 to 2021 and the rest from 2011 to 2015. The images were filtered based on ten defined privacy taxonomy categories, such as nudity/sexual or unorganized home, and the corresponding keywords (see below). The authors did not indicate the exact number of participants. The participants were asked to label images according to either clearly private, private, public, or clearly public classes. Half of the images were annotated three times by three different annotators and used for training; the other half were annotated five times and used for validation and testing. The dataset is divided into private and public.

**Image Privacy Taxonomies.** Orekondy et al. (2017) outlined attributes for private image description combined with user preferences to estimate privacy exposure. However, the solution cannot be utilized to model image privacy prediction in private or public classes. Li et al. (2018) defined sensitivity categories (e.g., identity, nudity) to classify images, based on a literature review. Li et al. (2020) generated a taxonomy based on existing literature and a user study that recorded users’ sharing preferences. Zhao et al. (2022) adopted a taxonomy based on existing literature and a user study that recorded users’ sharing preferences. Zhao et al. (2022) also investigated Orekondy et al. (2017) and Li et al. (2020) privacy taxonomies when generating PrivacyAlert. Since we are leveraging PrivacyAlert images as basis for our own dataset, we indirectly include these solutions in our work, but we go beyond the definition of such taxonomies.

**ML-based Image Sensitivity Prediction**

**Generic Models using DL Models on PicAlert or PrivacyAlert.** (Zerr et al. 2012) proposed a classification scheme based on SVM model. They used visual (SIFT and faces) and textual (tags, title) features. Their classification was based on 4,701 private and 4,701 public images. Tonge et al. (Tonge and Caragea 2016, 2018, 2020) then proposed alternative approaches, which all used both deep features derived from DL models and user tags as feature representations. However, Tonge et al. (2016) extracted deep features using a CNN model, with user tags of those images, while they investigated pre-trained AlexNet CNN for deep features (Tonge and Caragea 2018) and compared AlexNet, GoogleNet, VGG-16, and ResNet pre-trained models on object recognition in (Tonge and Caragea 2020). The models were then fine-tuned to predict image sensitivity. Besides the image content, they analysed user tags using SVM and text-based CNN in (Tonge and Caragea 2020). They used SVM for the classification into private or public classes. In contrast, Zhao et al. (2021) fine-tuned BERT to model images based on their user tags. (Zhao et al. 2022) investigated the image privacy prediction by fine-tuning ResNet pre-trained models on object and scene recognition on PrivacyAlert. The scene recognition was also examined in a former work by Tonge et al. (2018). Moreover, Zhao et al. (2022) fine-tuned BERT with user-tags only, as well as, user and deep features together. They also utilized Gated Fusion as a multi-modal approach, which included both images and user-based tags. A multi-modal approach was already considered by Tonge et al. (2019) but PicAlert was used as a benchmark instead.

In contrast, we hence investigate the performance of recent DL models, i.e., BEiT, EVA-02, ConvNeXt V2 and AL-BEF, using a novel dataset based on a German cohort. We also investigate the performance of generic, user-wise, and hybrid BEiT fine-tuning on each participant.

**Personalized-Based Models on PicAlert.** To address the limitations of generic consensus-based models, Xioufis et al. (2016) and Zhong et al. (2017) investigated user-wise image sensitivity prediction. The former proposed a hybrid model combining user-based samples and generic image annotations, comparing it with a user-wise model. However, their method suffers from the following limitations: 1) a small user study size of only 27 participants, 2) data source inconsistencies (i.e., utilizing annotated image samples from one cohort, such as PicAlert, and assessing them with a different cohort has shown to inaccurately represent privacy trends, resulting in a significant performance decrease (Zhao et al. 2022), and 3) outdated deep learning techniques. Similarly, Zhong et al. (2017) introduced a statistical approach based on user demographics and their annotations to categorize users by privacy groups. Their user study included 114 participants. Their focus was, however, on user grouping rather than image sensitivity prediction. They argued that their personalized models have, however, disadvantages. For example, they have (1) a poor performance, due to limited user-based training data and (2) a high computational complexity of the training step required for user-based models.

**Summary.** We are the first to the best of our knowledge to (1) consider a solely German-speaking cohort in evaluating the image sensitivity to be shared in SNS, (2) extensively address the differences between fine-tuning and evaluating between an isolated country cohort against other cohorts, and (3) fine-tune BEiT, EVA-02, and BERT with EVA-02 features for image privacy prediction under both generic and personalized modelings. By doing so, we further address several limitations of existing works, not only on the adopted models, but especially also on the choice of a diverse age groups and gender cohort corresponding to SNS usage, a significantly higher number of participants and/or of images.

**Data Collection Methodology**

Recall that our goal is to assist users in better protecting their privacy by alerting them if the image they are about to post in SNS is considered as sensitive. To this end, we hence need to learn which images are sensitive for each user using labelled images. Since the available datasets suffer from different limitations (see related work), we have created a new dataset by leveraging an online questionnaire-based study according to the following methodology. Note that we plan to publicly release the dataset in the future.

**Study Design**

Participants were first informed about the study, the data collection, and data handling process according to the current
data protection regulations. In the study presentation, they were explicitly instructed to think as “if [they were] hypothetically, the ones that took the pictures and [were] in a position to share those images”. After their explicit consent, they started to annotate 60 images allocated to them. To this end, we have designed, implemented, and deployed a web annotation tool for image annotation. Half of the images are selected from the private images of either PicAlert or PrivacyAlert; the other half are randomly selected in public images of the same datasets. The annotation tool was hosted on our institution servers. We have implemented measures to safeguard the participants’ privacy, e.g., by anonymizing the collected data. Below each image, the participants were presented with the following statement: “I find this picture sensitive with regards to my privacy”. They had to decide between strongly disagree, disagree, agree, strongly agree, and I don’t know. Note that they were asked to choose with whom they would share the image in a follow-up question. Lastly, they fulfilled a questionnaire about their demographics, SNS usage, and interpersonal relationship preferences.

Image Selection Strategy. Our image crawling strategy is based on both existing datasets: PicAlert and PrivacyAlert introduced in related work. We first scraped the available images from the above datasets. We have retrieved 29,204 PicAlert images, incl. 6,676 private ones. We selected all private images and randomly selected the same number of public images. We assume that selecting a balanced number of sensitivity classes would lead to a rather balanced set of images labelled as sensitive and non-sensitive also in our study. By doing so, we solve the problem of obtaining a majority of images labelled as public. Similarly, we have scraped and retrieved PrivacyAlert images, including 1,513 private images of PrivacyAlert. 191 of them were inaccessible due to deletion or being set as private by their authors.

The motivation to utilize PicAlert and PrivacyAlert images is two-fold. Firstly, selecting other images without previous verification may lead to a bias towards public images, since publicly accessible platforms like Flickr are more likely to contain public images as confirmed in prior datasets. Secondly, using the same images allows us to compare our results with these baselines and explore variations in privacy perception among distinct cohorts.

Ethical Aspects
To crawl and collect these images, we use the “Public Domain Dedication” and “Public Domain Mark” licenses. As a result, our dataset only includes pictures under a public license. Our dataset is based on PicAlert and PrivacyAlert selected images. We have collected all the images of PicAlert and PrivacyAlert and have employed the corresponding image user tags from PicAlert and PrivacyAlert repositories. Any collected image is prone to potentially identifiable personal metadata. While our institution does not have a formal IRB process, we have ensured to minimize potential harms from our study by respecting the Code of Ethics and the Standards of Good Scientific Practice. We have obtained approval for our user study including its questionnaire from our data protection officer. We have informed the participants about the responsible person for the data collection and handling (as defined by Art. 4 No. 7 EU-GDPR) and that the data will be stored for a period of 10 years in order to prove compliance with the guidelines of good scientific practice upon request. Our participants were sourced from the Respondi panel provider that adheres to the ISO 20252-2019 standards (ISO 2019) thus ensuring the quality of the provided services. We have received anonymized participant IDs. The participants have received financial compensation for their time. The estimated time required to complete the study was one hour. They were allowed to take breaks.

Study Distribution
Recruited by our panel provider, 920 participants completed our study. For our analysis, we have excluded 13 of them, who labeled 50 or more images (out of 60) with the same label. While these participants might have more extreme privacy conceptions than the remaining ones, they may have rushed through the questions. We hence consider the 907 remaining participants in what follows. Their age distribution is in line with the average distribution of both Facebook and Instagram users in Germany (NapoleonCat 2022a,b).

Resulting SensitivAlert Dataset
Among these participants, 670 have annotated PicAlert images and 237 PrivacyAlert images. To differentiate between the origin of the images and the resulting annotations, we have created two separate subsets. The first subset, referred to as SensitivAlert\textsubscript{Pic}., consists of images from the PicAlert dataset that were re-annotated by our cohort. The second subset, SensitivAlert\textsubscript{Priv}. consists of images from the PrivacyAlert dataset that were re-annotated by our cohort. Each image has been annotated three times in SensitivAlert\textsubscript{Pic}. dataset resp. up to five times in SensitivAlert\textsubscript{Priv}. This approach ensures a reliable assessment of our generic-based models, as we utilize SensitivAlert\textsubscript{Priv}. for evaluating our models on the validation and test sets. Conversely, regarding the images used for fine-tuning (SensitivAlert\textsubscript{Pic}.), having three annotators for each image (instead of e.g., five), allows us to cover a wider variety of annotated images. For each dataset, we first merge the four sensitivity classes to the two public and private classes as also adopted in (Zhao et al. 2022). We further create a consensus dataset by including images annotated with the majority label, i.e., at least two out of three resp. up to three out of five annotators. These datasets are further referred to as SensitivAlert\textsubscript{Pic}.\textdagger and SensitivAlert\textsubscript{Priv}.\textdagger.

Inter-rater Agreement. Based on (Zhao et al. 2022), we estimate the Pairwise Agreement (PA) by averaging the pairwise distance between individuals’ annotations for each of the images, i.e., weighting strongly sensitive, sensitive, non-sensitive, and strongly non-sensitive with 0.00, 0.25, 0.75 and resp. 1.00. We do not include the ‘I do not know’ annotation in our calculation. We reach a PA of 0.65 for SensitivAlert\textsubscript{Pic}.\textdagger resp. 0.64 for SensitivAlert\textsubscript{Priv}.\textdagger, indicating moderate agreement between annotators (Zhao et al. 2022). Note that the PA was 0.81 in (Zhao et al. 2022).
Demographics and Sensitivity Distribution.

SensitivAlert\textsubscript{Pic}. and SensitivAlert\textsubscript{Pic.\star}. Among the 670 participants, 332 are male, 332 are female, and six are diverse. Tab. 1 shows the age distribution. Most participants use one of the SNS multiple times a day, but do not share images as often, as shown in Fig. 1. Three participants annotated each image in SensitivAlert\textsubscript{Pic.}. Fig. 2a highlights the distribution of annotations per participant. In our consensus dataset SensitivAlert\textsubscript{Pic.\star}, we discard images that did not receive at least two out of three identical labels. This results in 5,672 sensitive and 6,431 non-sensitive. We exclude the images that reached the ‘I don’t know’ consensus.

SensitivAlert\textsubscript{Prev.} and SensitivAlert\textsubscript{Prev.\star}. The age range of the 237 participants is 18 to 67, as shown in Tab. 1. 127 are male, 109 are female, and one is diverse. Fig. 2b shows the distribution of their annotations. While SensitivAlert\textsubscript{Prev.} contains all images annotated by each participant, SensitivAlert\textsubscript{Prev.\star} is the consensus dataset including 1,156 sensitive images, 1,461 non-sensitive images, as displayed in Tab. 2.

Baseline Modeling

We estimate the sensitivity prediction on SensitivAlert using the subsequent single-modal (i.e., either visual or textual only) models: (1) objects derived from image content alone and (2) image tags based on user, deep features or both. Moreover, (3) we consider a multi-modal (i.e., visual and text jointly) model. We also investigate the role of particular privacy taxonomies on overall object-based predictions.

Object-based Privacy Prediction. Objects in images can help in distinguishing sensitive from non-sensitive images. For instance, a bathtub may be an indicator for a private image. We thus fine-tune pre-trained BEiT model introduced by Bao et al. (Bao et al. 2021) models on object classes of ImageNet-1k, along with a linear layer as a classifier head. BEiT (Bao et al. 2021) is a regular Vision Transformers (ViT) model (Dosovitskiy et al. 2020) pre-trained in a self-supervised setting. Commonly, these models are evaluated using ImageNet-1k (Russakovsky et al. 2015) as a benchmark, among others, along with their pre-trained weights being released. The ImageNet-1k dataset contains 1,000 object categories with 1,281,167 training images, 50,000 validation images, and 100,000 test images (Deng et al. 2009). BEiT fine-tuned and evaluated on ImageNet-1k achieved a high top-1 accuracy of 86.3\% (i.e., the models ability to accurately predict an image’s object class by selecting the most probable predicted class). In contrast, EVA-02 (Fang et al. 2023) was pre-trained first on 38 million images, followed by ImageNet-22k and lastly on ImageNet-1k. It reached a top-1 of 90.6\% respectively a top-5 of 99.04\%. We further adopt ConvNeXt V2 (Woo et al. 2023) pre-trained on ImageNet-1k which achieves up to 88.9\% depending on the size variant. Due to their high performance, we utilize those models for fine-tuning in the sensitivity prediction task.

Image Tag-based Privacy Prediction. Image tags are composed of 1) user tags that individuals employ to describe the content of a shared image and 2) deep feature words generated from object categories from DL models. We generate the top-10 object categories by using EVA-02 rather than e.g. ResNet, due to the higher performance on ImageNet-1k. We then conduct separate analyses using BERT by investigating the performance of (1) EVA-02 top-10 deep features only, (2) user features only, and (3) the combination of both. We choose BERT for classification due to its demonstrated effectiveness in image privacy classification (e.g. (Zhao et al. 2022)) and how well it aligns with constrained resources, such as available in mobile devices (Sun et al. 2020).

Multi-modal Privacy Prediction. To estimate the privacy prediction performance of images and user tags jointly, we also fine-tune ALBEF multi-modal model (Li et al. 2021) along with a linear layer. ALBEF jointly encodes the text (i.e., user tags) using BERT and the images using ViT.

Taxonomy-based Privacy Prediction. We also leverage the privacy taxonomy introduced in (Zhao et al. 2022). It contains ten categories, such as other people, violence, medical. Each category contains different keywords. For example, the category “violence” includes “guns”, “war”, and “firearms weapons”. If any of these keywords correspond

<table>
<thead>
<tr>
<th>Age</th>
<th>SensitivAlert\textsubscript{Prev.}</th>
<th>SensitivAlert\textsubscript{Pic.}</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-24</td>
<td>57</td>
<td>138</td>
<td>195</td>
</tr>
<tr>
<td>25-34</td>
<td>65</td>
<td>185</td>
<td>250</td>
</tr>
<tr>
<td>35-44</td>
<td>50</td>
<td>140</td>
<td>190</td>
</tr>
<tr>
<td>45-54</td>
<td>34</td>
<td>95</td>
<td>129</td>
</tr>
<tr>
<td>55-64</td>
<td>25</td>
<td>71</td>
<td>96</td>
</tr>
<tr>
<td>65-67</td>
<td>6</td>
<td>41</td>
<td>47</td>
</tr>
</tbody>
</table>

Table 1: Age distribution in our sample

<table>
<thead>
<tr>
<th></th>
<th>SensitivAlert\textsubscript{Pic.\star}</th>
<th>PicAlert</th>
<th>SensitivAlert\textsubscript{Prev.\star}</th>
<th>PrivacyAlert</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private</td>
<td>5672</td>
<td>7518</td>
<td>1156</td>
<td>1704</td>
</tr>
<tr>
<td>Public</td>
<td>6431</td>
<td>24615</td>
<td>1461</td>
<td>5096</td>
</tr>
<tr>
<td>Overall</td>
<td>12103</td>
<td>32133</td>
<td>2617</td>
<td>6808</td>
</tr>
</tbody>
</table>

Table 2: Comparison between the number of labelled images in our SensitivAlert (SA) subsets and the prior datasets.

Figure 1: SNS usage and photo sharing frequency of SensitivAlert participants.

Figure 2: Distribution of their annotations. While SensitivAlert\textsubscript{Pic.} contains all images annotated by each participant, SensitivAlert\textsubscript{Pic.\star} is the consensus dataset including 1,156 sensitive images, 1,461 non-sensitive images, as displayed in Tab. 2.

855
Figure 2: Distribution of private and public labels in the SensitivAlert dataset per participant sorted by ascending number of sensitive images. Missing labels correspond to images annotated as “I don’t know”.

Figure 3: Pipeline of our main approaches. “Test user-wise” bar corresponds to 25% of the participants’ image samples.

to a user tag associated with a SensitivAlertPic. image, we attribute that specific image to its corresponding taxonomy categories. Each category can have images annotated as public or private. Thus, we can investigate the contribution of each image category on predicting the image sensitivity.

Prediction Approaches

We utilize the introduced baseline models on several prediction approaches. We differentiate between generic fine-tuning (A1-A2) and personalized fine-tuning approaches (A3-A4), as well as, the evaluation based on the consensus (A1) and individual image annotations (A2-A4) as outlined in Fig. 3. This allows us to determine the most suitable approaches not only for the general privacy perception of SNS users, but also on each of them individually. Both generic approaches (i.e., A1 and A2) are based on consensus fine-tuning only. Specifically, A1 is based on fine-tuning of single object-based or image-tags based classification models and a multi-modal (i.e., with user tags and images inputs jointly) model using SensitivAlertPic. They are validated and evaluated on the other consensus set, i.e., SensitivAlertPriv. to estimate the sensitivity prediction performance based on image content only and/or on associated tags. A1 is further used to investigate the modelling based on different cohorts/benchmarks. A2 is based on training and validation of a single object based (BEiT) classification model on consensus images of SensitivAlertPic. We evaluate A2 in two modes, (A2a) testing on all user-wise images of SensitivAlertPriv., and (A2b) testing on a sub-set of user-wise images, i.e., the same test subset as the one in user-wise (A3) and hybrid (A4) approaches. By doing so, it allows us to directly compare the performance of generic approach based on all images of an individual (i.e., A2a mode) and the performance differences between generic approach evaluated on individuals (A2b), user-wise (A3), and hybrid (A4) approaches on the same users’ test sets. In user-wise (A3) and hybrid (A4) approaches, the models are fine-tuned, validated, and tested for each user. The user-wise (A3) approach is fine-tuned on user training image subset only, whereas the hybrid (A4) combines the user training image subset with SensitivAlertPic. Thus, user-wise (A3) strength relies solely on user-specific personal preferences, whereas the hybrid (A4) additionally makes use of observed general patterns from consensus labelled images. Particu-
Privacy Prediction in models in one cohort and evaluating them in another. We first evaluated the performance of the models in our own cohort. We then analyse the cohort differences for the approaches and models described in the previous sections.

We first investigate the performance of different approaches. We next present the results obtained by applying the approaches (i.e., User Tags (UT), Deep Features (eva02:DF), and both (UT+eva02:DF), as well as, (3) multi-modal (i.e., UT and images jointly) with ALBEF: fine-tuned and evaluated using SensitivAlert. Averages and standard deviation are over five runs.

### Results

We next present the results obtained by applying the approaches and models described in the previous sections.

#### Generic Approach Evaluated on Consensus (A1)

We first evaluate the performance of the models in our own cohort. We then analyse the cohort differences for the annotated images, before we switch between fine-tuning our cohort. We then analyse the cohort differences for the approaches (i.e., User Tags (UT), Deep Features (eva02:DF), and both (UT+eva02:DF), as well as, (3) multi-modal (i.e., UT and images jointly) with ALBEF: fine-tuned and evaluated using SensitivAlert.

<table>
<thead>
<tr>
<th>Models</th>
<th>Private (%)</th>
<th>Public (%)</th>
<th>Overall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEiT</td>
<td>70.85</td>
<td>82.70</td>
<td>76.31</td>
</tr>
<tr>
<td>EVA-02</td>
<td>69.77</td>
<td>86.09</td>
<td>76.69</td>
</tr>
<tr>
<td>ConvNeXt V2</td>
<td>69.85</td>
<td>79.63</td>
<td>74.40</td>
</tr>
<tr>
<td>BERT (UT)</td>
<td>64.79</td>
<td>80.44</td>
<td>71.72</td>
</tr>
<tr>
<td>BERT (eva02:DF)</td>
<td>65.72</td>
<td>79.72</td>
<td>72.03</td>
</tr>
<tr>
<td>BERT (UT+eva02:DF)</td>
<td>66.17</td>
<td>82.21</td>
<td>73.30</td>
</tr>
<tr>
<td>ALBEF</td>
<td>67.87</td>
<td>82.47</td>
<td>74.44</td>
</tr>
</tbody>
</table>

Table 3: Results obtained for single-modal (1) object-based (BEiT, EVA-02, and ConvNeXt V2), (2) image tag (BERT) approaches, (3) multi-modal classification (i.e., UT and images jointly) with ALBEF: fine-tuned and evaluated using SensitivAlert.

<table>
<thead>
<tr>
<th>Source</th>
<th>PicAlert</th>
<th>PrivacyAlert</th>
<th>SensitivAlert</th>
<th>Model F1-Pri</th>
<th>F1-Pub</th>
<th>F1-All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tonge et al. (2020)</td>
<td>✓</td>
<td>ResNet</td>
<td>0.717</td>
<td>0.920</td>
<td>0.872</td>
<td></td>
</tr>
<tr>
<td>Zhao et al. (2022)</td>
<td>✓</td>
<td>Gated Fusion</td>
<td>0.750</td>
<td>0.921</td>
<td>0.878</td>
<td></td>
</tr>
<tr>
<td>✓</td>
<td>BEiT</td>
<td>0.763</td>
<td>0.784</td>
<td>0.775</td>
<td></td>
<td></td>
</tr>
<tr>
<td>✓</td>
<td>EVA-02</td>
<td>0.767</td>
<td>0.772</td>
<td>0.773</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Best performing models of different approaches using different benchmarks.
i.e., ICC(3,k). This assesses each image by each consensus raters, where the consensus ratings are the only raters of interest. We used the reliability calculated by taking an average of the two consensus ratings’ measurements. ICC(3,k) in cross-consensus ratings is 0.62 between our cohort in relation to PicAlert resp. 0.69 to PrivacyAlert for the same annotated images. These results show that a good correlation across cohorts exist. To identify categories of images in which the differences lie, we plot 50 most frequent user tags and deep features for each class difference in comparison to both of the existing datasets as shown in Fig. 4. In Fig. 4a, we observe “bridge”, “movie”, “sand”, “coast”, and “theater” categories among others. This shows that our cohort perceives such images as private, contrary to the cohort of PicAlert. Similarly, “swimming”, “bathing”, “trunks”, and “malliot” are categories where our cohort considers them as public, differently from PicAlert cohort, as shown in Fig. 4b. We identify additional categories between our cohort and PrivacyAlert. Our participants perceive “tobacconist”, “shop”, “bulletproof”, “party”, “miniskirt” etc. as private (Fig. 4c) and “public domain”, “brassiere”, “bra”, “jacket”, etc. as public (Fig. 4d), contrary to PrivacyAlert cohort.

**Training on SensitivAlertPic.** - Evaluation on PrivacyAlert and Vice Versa. To investigate the potential differences between the performance of the models fine-tuned and evaluated across different cohorts used as benchmarks, we measure the performance of the models by training on SensitivAlertPic. and testing on PrivacyAlert against BEiT the training on original PrivacyAlert and evaluating on SensitivAlertPic. BEiT performance of A significantly outperforms B by 22.41% (Tab. 5). This demonstrates the high impact of the choice of the cohorts. Moreover, training with our dataset allows to better recognize the privacy patterns in other cohorts. This can be attributed to our selection of diverse participants in terms of SNS usage, age, and gender among others, as well as, to a larger number of images balanced between private and public images.

**Training on SensitivAlertPriv.** - Evaluation on PicAlert and Vice Versa. We further investigate if the same findings hold when comparing C training on SensitivAlertPriv. and testing on PicAlert against D training the model on PicAlert annotations and evaluating on SensitivAlertPriv. C outperforms D (Tab. 5), suggesting that our dataset is more suitable for fine-tuning models on image sensitivity due to a more diverse cohort. The difference is lower than when comparing A with B. This can be attributed to the larger number of images in PicAlert as compared to PrivacyAlert.

Moreover, our BEiT model performs worse when trained and evaluated on our own dataset, i.e., reaching 77.48% in contrast to when being evaluated on other benchmarks with resp. 79.03% on PrivacyAlert and 82.28% on PicAlert (Tab. 5). The same findings hold for ConvNeXt V2 results. This further demonstrate that our models in general, although reaching lower values than others when trained and evaluated on own benchmarks (Tab. 4), ours reflect better the users image privacy in contrast to the other privacy datasets.

**Taxonomy-based Privacy Prediction.** We fine-tune and validate BEiT in SensitivAlertPic. and evaluate in each
Figure 6: Performance of generic, user-wise and hybrid BEiT approaches on SensitivAlertPriv participants in an ascending order of the corresponding approach. The weighted f1 results are averages over five random runs.

Table 6: BEiT privacy prediction performance of each privacy taxonomy category in F1. F1-overall is in weighted average. An image can be part of more categories.

<table>
<thead>
<tr>
<th>Evaluation category</th>
<th>Private</th>
<th>Public</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>SensitivAlertPriv ⋆</td>
<td>75.04</td>
<td>76.37</td>
<td>75.78</td>
</tr>
<tr>
<td>Nudity/sexual</td>
<td>84.39</td>
<td>59.43</td>
<td>76.65</td>
</tr>
<tr>
<td>Other people</td>
<td>76.88</td>
<td>58.53</td>
<td>68.51</td>
</tr>
<tr>
<td>Unorganized home</td>
<td>79.26</td>
<td>77.19</td>
<td>78.20</td>
</tr>
<tr>
<td>Violence</td>
<td>69.75</td>
<td>80.36</td>
<td>76.25</td>
</tr>
<tr>
<td>Medical/blood</td>
<td>69.39</td>
<td>78.96</td>
<td>75.51</td>
</tr>
<tr>
<td>Drinking/party</td>
<td>71.88</td>
<td>60.14</td>
<td>65.85</td>
</tr>
<tr>
<td>Appearance/facial expression</td>
<td>58.93</td>
<td>68.16</td>
<td>64.26</td>
</tr>
<tr>
<td>Religion/culture</td>
<td>54.38</td>
<td>83.10</td>
<td>76.55</td>
</tr>
<tr>
<td>Personal information</td>
<td>42.36</td>
<td>82.68</td>
<td>73.53</td>
</tr>
</tbody>
</table>

Table 7: Extrema, quartiles, and mean for the generic BEiT-based approach evaluated on all participants’ images and for the generic, user-wise and hybrid ones on the same test set (i.e., 25%) of each participants’ images.

<table>
<thead>
<tr>
<th>Eval. on</th>
<th>Generic on all</th>
<th>User-wise</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>0.31</td>
<td>0.18</td>
<td>0.00</td>
</tr>
<tr>
<td>Q1</td>
<td>0.61</td>
<td>0.49</td>
<td>0.58</td>
</tr>
<tr>
<td>Mean</td>
<td>0.69</td>
<td>0.61</td>
<td>0.67</td>
</tr>
<tr>
<td>Q3</td>
<td>0.70</td>
<td>0.59</td>
<td>0.67</td>
</tr>
<tr>
<td>Max</td>
<td>0.98</td>
<td>0.80</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table 6: BEiT privacy prediction performance of each privacy taxonomy category in F1. F1-overall is in weighted average. An image can be part of more categories.

privacy taxonomy categories of SensitivAlertPriv ⋆ to investigate which categories are contributing the most and the least in the pattern recognition of image sensitivity. As shown in Tab. 6, we observe that images characterized by unorganized home user tags are overall the easiest to be predicted followed by the nudity/sexual category. In contrast, the lowest performance for the overall estimation is obtained for the bad character and unlawful criminal category which has the smallest sample size. Our results imply that either a balanced sample of categories or a larger size contribute more to the image sensitivity prediction.

Generic Approach Evaluated on Participants (A2)

We next investigate the performance of generic object-based approach for individuals. Recall that we first fine-tune BEiT and EVA-02 pre-trained models using the data from SensitivAlertPic ⋆. The fine-tuned models are then evaluated on the images from the other dataset labelled by each participant, i.e., SensitivAlertPriv. The results in Fig. 5 show that A2 performs well for most participants. BEiT only slightly outperforms EVA-02. This demonstrates that both our BEiT and EVA-02 generic modellings accurately predict the individual privacy preferences for most SNS users.

Comparison of Generic (A2), User-wise (A3), and Hybrid (A4) Object-based Approaches

We further investigate the performance of generic, user-wise and hybrid approaches evaluated under the same participant image samples. Our goal is thus to compare and determine which is better suited for detecting sensitive images at participant level. As illustrated in Fig. 6, we observe that the hybrid and generic approaches outperform the user-wise approach for most participants. This is confirmed in Tab. 7. We further investigate the performance difference between A2b, A3, and A4 for the same participants and labelled images illustrated in Fig 7. For only 32% resp. 30% of our participants, A3 outperforms A4 resp. A2b. This implies that the A4 and A2b are more suitable for the prediction of the content sensitivity. We attribute the higher performance of them to the higher number of labelled data and the consensus fine-tuning with SAPicAlert ⋆. Against our expectations, A4 overall do not result in significantly better results than A2b, as shown in Fig. 7 and Tab. 7. This implies that more images per participants would be needed to investigate the
Comparison on age groups and SNS usage frequency. We further outline the performance of A2-A4 on users across different age groups and SNS usage frequencies. The generic (A2) and hybrid (A4) approaches perform better on older SNS users compared to younger ones with an exception on the age group between 65 to 67 years old, as shown in Tab. 8. The higher performance of user-wise (A3) approach on the particular age group suggest that the individual preferences are more prevalent than the consensus. Our results also show that A4 significantly outperforms A2 in users that use SN once per week, as shown in Tab. 9, suggesting that users’ privacy patterns extracted from users own annotations are more prevalent on that particular activity group.

Summary. Using our dataset, we have investigated the performance of different generic, user-wise, and hybrid approaches. Our results show that image sensitivity can be modelled; it reaches an 77.48% f1 based on fine-tuned BEiT transformer model. Moreover, employing solely user tags enables our model to reasonably detect image content sensitivity. Nevertheless, its accuracy is lower than models combining them with deep features or object-based fine-tuned approaches. Training our best-performing model using our dataset yields to higher results when tested in existing datasets, than them being trained on their cohort and evaluated in ours. This suggests that our model overall captures better differences between cohorts and that the other models based on other cohorts are incapable of accurately predicting the image privacy of our cohort. In addition to comparing our work with existing datasets, we have investigated three image privacy prediction approaches on individual SNS users. Overall, the hybrid and generic outperform the user-wise approach for the majority of the participants.

Discussion

We next discuss the results in the context of possible integration of our models into an SNS interface along with our limitations. The performance of our generic-based image sensitivity classification model based on fine-tuning BEiT on our dataset leads to good results at both a consensus and an individual level. Upon further evaluation on the other existing cohorts, we observe that our model performs even better on them. This is due to our diverse participant selection, considering SNS usage, age, and gender, along with a balance of private and public images. Thus, we argue that our model is able to capture the general SNS privacy perceptions, and in turn, could be integrated in an SNS interface, wherein a user would be able to occasionally interact with the interface by accepting/discard the suggested models’ prediction when an image is being shared, as envisioned by Reinhardt et al. (2015). The model could be then further fine-tuned to suit users’ preferences. Our results indicate that, in general, at least more than 30 images would be needed to be annotated.
by the participant, to possibly profit from a hybrid approach. The latter could be integrated into a Federated Learning (FL) paradigm, wherein a BEiT classification global model fine-tuned first on a consensus dataset could be used at the initialization point (similar to Chen et al. (2023)) and participants’ annotations could be incrementally utilized by their local models using for example FedProx FL algorithm. FedProx (Sahu et al. 2018) allows for devices with different resource capabilities and thus can be adopted. Alternatively, the user-wise approach is also promising, especially considering the sample of individual images upon which we evaluated. However, such an approach would demand available participant-wise annotated images, before being fine-tuned for image sensitivity prediction, thus reducing its usability.

Limitations. Our results are limited to the number of the images annotated by each participant. Especially, the performance of user-wise and hybrid approaches may be further enhanced with more annotated images per participant. However, to obtain them, the study should be carefully designed, as user’s fatigue increases during the labelling process. While our goal is to explore another cultural cohort, we have not conducted an extensive comparison between several isolated cultures. Thus, a cultural bias may exist. Our annotation study relied on images crawled from Flickr images. The images were either crawled by their posting dates (i.e., the images selected from PicAlert) or filtered based on privacy taxonomy categories (i.e., PrivacyAlert images). The images were shared publicly in Flickr from users. Although it might have been annotated from others as private, a bias of such selective and once publicly shared images may exist.

Conclusions
Reducing privacy exposure of SNS users is an important goal to achieve, as sharing user-generated images can lead to severe consequences. To contribute in reaching this goal, we have conducted an annotation study involving 907 German-speaking participants. Additionally to analyzing these annotations in isolation, we have compared them with the existing collected datasets to identify differences between modelling on our German cohort and the two other cohorts from different countries. Our fine-tuned models on our dataset in comparison to existing ones achieve better results than the existing being evaluated on ours, indicating that our models capture a broader range of user image privacy patterns. Using recent transformer-based DL models, our results also show that BEiT and EVA-02 fine-tuned models slightly outperform BERT and ALBEF that combine user tags with deep features resp. images in our dataset. Moreover, we have investigated image sensitivity prediction on individuals sharing preferences by fine-tuning BEiT and EVA-02 pre-trained model on object recognition. We also have leveraged the obtained dataset to investigate the performance of three designed approaches: generic, user-wise and hybrid. Our results show that the hybrid and generic approaches outperform the user-wise one. This especially confirms that a generic model also can lead to a high accuracy for most users. No significant difference was shown between generic and hybrid approaches.
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