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Abstract

Online harassment negatively impacts mental health, with
victims expressing increased concerns such as depression,
anxiety, and even increased risk of suicide, especially among
youth and young adults. Yet, research has mainly focused on
building automated systems to detect harassment incidents
based on publicly available social media trace data, overlook-
ing the impact of these negative events on the victims, es-
pecially in private channels of communication. Looking to
close this gap, we examine a large dataset of private message
conversations from Instagram shared and annotated by youth
aged 13-21. We apply trained classifiers from online mental
health to analyze the impact of online harassment on indica-
tors pertinent to mental health expressions. Through a robust
causal inference design involving a difference-in-differences
analysis, we show that harassment results in greater expres-
sion of mental health concerns in victims up to 14 days fol-
lowing the incidents, while controlling for time, seasonality,
and topic of conversation. Our study provides new bench-
marks to quantify how victims perceive online harassment in
the immediate aftermath of when it occurs. We make social
justice-centered design recommendations to support harass-
ment victims in private networked spaces. We caution that
some of the paper’s content could be triggering to readers.

Introduction
Online harassment–a form of abusive treatment online,
which encompasses cyberbullying, hate speech, and threats
of violence–is a prevailing problem that causes unfavor-
able experiences for many users on social media plat-
forms (Lewis, Zamith, and Coddington 2020). Negative ex-
periences from online harassment can have long-lasting con-
sequences, such as psychological distress, depression, and
increased risk of suicide, especially among youth and young
adults (Brody 2021; Aponte and Richards 2013). Conse-
quently, there has been extensive research on developing
effective automated detection systems for online harass-
ment (Rosa et al. 2019). Natural language processing (NLP)
and machine learning (ML) have been utilized on popular
social media platforms such as Twitter and Reddit (Chatza-
kou et al. 2017; Almerekhi, Jansen, and Kwak 2020). The
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effects of online harassment on an individual, both short-
term and long-term, has also been explored in related fields
such as psychology and social science, primarily via the use
of retrospective self-reports and interviews (Rigby 2003).

The vast, complex, and unstructured nature of social me-
dia data, makes the manual monitoring for such online risk
impractical (Kumar and Sachdeva 2019). Consequently, the
urgency to counteract these adverse activities and its endur-
ing harms has propelled research towards the development
of automated detection systems. This shift towards techno-
logical solutions aims to effectively identify incidents of cy-
berbullying, highlighting the intersection of computational
methods and social welfare in contemporary research en-
deavors. Prior literature has developed automated systems
to detect online harassment (Kim et al. 2021a; Rosa et al.
2019); yet, the use of computational approaches to assess
the mental health impacts resulting from online harassment
is nascent. How individuals are impacted from these online
harassment incidents in comparison to those that do not ex-
perience online harassment has yet to be systematically ex-
plored via their digital trace data. Moreover, due to the sensi-
tive, traumatizing, and stigmatizing nature of the experience,
victims’ recollection of past events and impacts may be dif-
ficult to gather accurately and present ethical complexities.
Reliance on large-scale naturalistic data where both harass-
ment and mental health expressions are quantifiable and ob-
servable could close this gap. So far, such empirical investi-
gations are limited due to such constraints.

Scholars have noted how victims of traumatic events seek
support from others both directly and indirectly on the web,
disclosing their traumatic events anonymously (Andalibi
et al. 2018). When public, such channels tend to provide a
window for the victims to receive direct support to help over-
come their sufferings. When private, these networked spaces
may act as a cathartic relief by enabling sharing sensitive in-
formation without having to worry about the risk of context
collapse or being identified (Younas, Naseem, and Mustafa
2020). Yet, few researchers have studied how people express
their mental state in their online communications in private
channels and how these expressions could have causal asso-
ciations with experiences of harassment on the same chan-
nels (Adams et al. 2022; Naslund et al. 2020). To that end,
we posit that there are notable differences between people
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who receive online harassment and those who do not, in re-
gards to how they express their mental statuses in private
networked spaces; however, these differences have yet to be
systematically studied. Accordingly, we pose the following
high-level research questions:
RQ1: How can we assess differences in mental health dis-
closures made in private social media conversations by indi-
viduals who reported harassment versus those who did not?
RQ2: How does an online harassment incident impact sub-
sequent mental health expressions made in private contexts?

To answer these questions, we utilized a rich dataset of
private conversations donated by young (ages 13-21) Insta-
gram users, consisting of over 1.4 million messages anno-
tated by participants themselves for online harassment inci-
dents. We divided youth into two groups based on whether
they received any online harassment messages or not within
their private message conversations. We adopted and sub-
sequently validated a transfer learning approach, based on a
machine learning model trained on Reddit data, to assess and
quantify the levels of mental health expressions in private
messages, thereafter contrasting the mental health of those
victimized by online harassment and those not. Then, adopt-
ing a causal inference framework where the outcome of in-
terest was the degree of mental health expression, we created
a treatment group of those Instagram users who were ha-
rassed, and two controls. The first was a within-subjects con-
trol consisting of the same users from a time period distant
from when they were harassed, and second was a matched
between-subjects control of other users who were never ha-
rassed but with similar topical usage of Instagram during a
similar seasonal period. Upon performing a difference-in-
differences analysis (Angrist and Pischke 2009) along with
modeling two types of counterfactuals, we observed that
compared to the two control groups, the treatment group ex-
pressed statistically significantly aggravated negative mental
health attributes compared to the within-subjects control and
between-subjects control, in a period of 7 and 14 days fol-
lowing harassment. We outline our key contributions:

• We assess the way people depict their mental health in
private messages by using transfer learning and validat-
ing it with self-reported data from standardized psycho-
metric instruments. We showcase face validity of this ap-
proach by demonstrating harassed individuals experienc-
ing greater mental health concerns than others.

• We provide insights into the relative impact of online ha-
rassment on the way people express their mental health in
private conversations, using robust causal inference tech-
niques. Harassment results in worsened mental health in
victims for a period upto 2 weeks compared to the same
duration before – a pattern not observable in the controls
without experience of harassment.

Broader Perspective, Ethics, and Competing Interests.
Our findings shine light on the deleterious impacts of on-
line harassment on the mental health of victims, providing a
robust causal approach applied to a unique and rich dataset
of private online interactions of youth. The study’s findings
have important implications for the stakeholders of auto-
mated detection systems designed to utilize large-scale web

data to identify incidences of problematic behaviors to also
examine and potentially intervene to mitigate ensuing neg-
ative psychological outcomes. That said, such interventions
would need to adopt a victim-centered approach, in order
to ensure they are ethical and do not result in unintended
harmful consequences. This study was approved by the In-
stitutional Review Board (IRB) of the authors’ institution.
We took measures to protect the privacy of the participants
of the study by removing any personally identifiable infor-
mation and paraphrasing any reported text.

Related Work
Online Harassment Research
Numerous scholars have utilized mixed methods, such as
qualitative interviews or quantitative surveys, to examine
users’ circumstances leading to and experiences of online
harassment. Techniques such as concurrent note-taking, re-
flective observation, and thematic analysis have been used
to gain a more comprehensive understanding of the con-
text and dynamics of online harassment (Rahman 2020;
Hafford-Letchfield, Toze, and Westwood 2022; Harasgama
and Jayamaha 2023). Researchers have also utilized ma-
chine learning and natural language processing approaches
to identify and categorize online harassment. A majority of
these computational approaches used supervised detection
methods that incorporated a range of textual features such as
lexicon, sentiment, and word embeddings (Chatzakou et al.
2017; Almerekhi, Jansen, and Kwak 2020).

Each of these approaches have limitations; qualitative
methods have limited capacity to incorporate broader con-
textual factors surrounding the studied phenomenon (Rah-
man 2020). The approach of solely using surveys where
the responses typically comprise recollections of past expe-
riences are vulnerable to potential recall bias or observer-
expectancy effect (De Choudhury 2013). Such limitation be-
comes particularly relevant when it comes to understand-
ing the lived experiences of online harassment victims on
social media. Existing research on detecting online risk in
social media, on the other hand, has mainly relied on pub-
licly available datasets to create multiple benchmarks that
are utilized across a wide body of research aimed to im-
prove detection models or intervention designs (Kim et al.
2021a). While this approach allows researchers to avoid eth-
ical or legal challenges that could come from direct interac-
tion with users, scholars have noted the unique differences
between public and private networked spaces and how they
might influence the way users communicate and share infor-
mation (Kim et al. 2021b). Moreover, there has been a pri-
mary focus on identifying incidents, rather than exploring
the subsequent interactions between individuals involved in
these events. As a result, the impact of online harassment
on victims in these (private) networked spaces is less under-
stood (Yao, Chelmis, and Zois 2018; Dinakar, Reichart, and
Lieberman 2011). Our study addresses these gaps in both ap-
proaches by examining a large-scale dataset of private mes-
sages donated and annotated by youth and assessing the im-
pact of harassment across different time periods through a
causal analysis.
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Assessing the Impact of Online Harassment
Researchers have questioned and explored the influence of
online harassment, identifying the negative impacts of on-
line harassment across multiple platforms as well as vic-
tims (Stevens, Nurse, and Arief 2021; Cañas et al. 2020).
There have been longitudinal studies that examine the
causal relationship between online harassment and men-
tal health (Ståhl and Dennhag 2021; Hemphill, Kotevski,
and Heerde 2015; McHugh et al. 2017); however, most
of them have often involved self-reports or surveys to as-
sess the impact on the victims, which, as mentioned above,
are prone to memory bias and observer-expectancy effect.
Stevens, Nurse, and Arief (2021), through the systematic re-
view on the association between online harassment and men-
tal health, advocated the importance of longitudinal research
designs to explore casual relationships.

Causal investigations are valuable because, for instance,
several longitudinal studies have shown individuals with
mental health struggles are known to be already vulnera-
ble to online harassment (Arseneault, Bowes, and Shakoor
2010) and thus the extent to which such negative incidents
may exacerbate or trigger new mental health symptoms can
have widespread implications for how we care for victims.
Furthermore, there is a need to explore the causal relation-
ship within social media trace data, which offers a more
objective and naturalistic form of observation compared to
self-report data (De Choudhury 2013). By identifying causal
patterns in social media trace data, we can gain a deeper
understanding of the unfolding negative mental health im-
pacts subsequent to online harassment incidents. Causality
between online harassment and mental health, could only
be assessed through multiple measurements over time (Van-
derWeele, Jackson, and Li 2016) Consistent with the goals
of this paper, examining the causal relationship within the
private networked space, therefore, would not only provide
valuable insights into the association between mental health
and online harassment, but also quantify the directionality
of the relationship. Since we analyze individual-contributed
and individual-annotated longitudinal data accounting for
various confounds, it helps us overcome limitations surfac-
ing from population-level snapshot-based understandings of
the association between harassment and mental wellbeing.

Data Collection
Private Instagram Dataset
For this study, we analyzed a rich dataset of Instagram pri-
vate message conversations gathered by Razi et al. (2022).
To collect this data, the authors built a secured web-based
system for participants to donate their Instagram archives
and annotate their private conversations for unsafe mes-
sages. Participants were between 13 and 21 years old, based
in the United States, and spoke English to be eligible. They
also had at least 15 private conversations in Instagram and
at least two of them were made them feel unsafe or uncom-
fortable. Informed consent was required by participants who
were older than 18 and parents of participants who were
under 18 years old while informed assent was required by
teens. Once a participant completed the study and uploaded

their data, multiple verification checks were implemented to
assure the validity of the submitted data. Eligibility criteria
such as whether there were at least two unsafe conversations,
the time spent to complete the study, and if the conversa-
tions were between real people were applied. As a result, the
dataset resulted in n = 80 verified participants with 11,267
conversations comprising 1,429,189 messages.

Victim Annotations of Harassment
The data of the 80 participants, from Razi et al. (2022) in-
cluded participants’ annotations of their own private mes-
sages and conversations in their Instagram archives. In par-
ticular, these authors invited participants to review their mes-
sages for self-assessment on various risk types, drawing
upon Instagram’s risk categories for reporting 1. Specific
categories included but were not limited to, Nudity/porn,
Sexual messages/sexting or solicitations, Harassment, Hate
speech, Violence/threat of violence, Sale or promotion of il-
legal activity, Self-injury, or Other. For the purpose of this
study, we filtered the following risk types to include mes-
sages that were flagged as Harassment, Hate speech, and Vi-
olence/Threat of violence. We collectively refer these three
categories as Harassment throughout this paper.

Self-Reported Data on Psychometric Instruments
In addition to the donation of their Instagram data, each par-
ticipant was prompted to provide responses to a set of stan-
dardized questionnaires that described their interaction be-
havior with social media platforms as well as their mental
health status. The following particular psychometric instru-
ments were used, a set widely used in mental health and
psychiatry research (Murphy et al. 2021): Short Warwick-
Edinburgh Mental Wellbeing Scale (SWEMWBS), Inven-
tory of Statements About Self-injury (ISAS), and Patient
Health Questionnaire-9 (PHQ-9). The answers to each ques-
tion in the survey was based on a 5-point Likert scale.

Measuring Mental Health in Private Messages
Model Training on Reddit Mental Health Data
To understand the way people with and without an expe-
rience of harassment depict their mental health in private
conversations (RQ1), we first built a series of mental health
classifiers from Reddit, following Saha et al. (2019); Saha
and De Choudhury (2017). As we were interested not in
the diagnosis of mental illnesses but rather the way peo-
ple describe their mental health, a platform where people
collectively talk about a mental health, such as Reddit, was
suitable for the study. Moreover, since we intended to un-
derstand individual-level mental health expressions, ground
truth was available in the form of participant responses to the
above-noted psychometric surveys, rather than at the mes-
sage or conversation level. This further justified a transfer
learning approach of utilizing post-level mental health infer-
ences from another platform.

1https://www.facebook.com/help/instagram/192435014247952
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Again per Saha et al. (2019), we first selected a total of
seven subreddits that are related to mental health (MH sub-
reddits): r/anxiety, r/depression, r/psychosis, r/schizophre-
nia, r/selfharm, r/stress, r/SuicideWatch. Then we collected
all posts (or submissions) from the subreddits posted from
January 1st, 2017 to January 1st, 2022 using the PushShift
API, amounting to 913,485 posts in all. With these posts
from MH subreddits as the positive class, we collected posts
from the same time period from various subreddits that were
on the main Reddit homepage to make a negative class,
totaling 6,463,400 posts: r/politics,r/AskReddit, r/nottheo-
nion, r/aww, r/movies, r/IAmA, r/stocks, r/interestingasfuck,
r/movies, r/coolguides. We created a sampled subset (of
730,786 posts) for each of the positive subreddits in order
to train binary classifiers. Adopting a transfer learning ap-
proach like Saha et al. (2019), the classifiers were trained
with Linear Support Vector Machines (SVM) and used Lin-
guistic Inquiry and Word Count (LIWC) as features, fol-
lowing prior studies that examined the relationship between
online harassment and mental health in text messages (Liu
et al. 2022; Stamatis et al. 2022). Each model used a k-fold
(k = 10) cross-validation for hyperparameter tuning. Mod-
els were tested on a held out dataset comprising 91,350 pos-
itive and 91,349 negative examples.

Applying Transfer Learning to Instagram Data
We used a transfer learning approach to label the mental
health expression in private Instagram conversations of users
who experienced online harassment. To address the differ-
ence in message length between Instagram and Reddit, we
grouped Instagram messages sent by the same participant by
date and concatenated them. We obtained a mental health
label for each message using the above described classi-
fiers, and then summed the scores to assign a final score in
the [0,7] range to each message, with larger scores indicat-
ing more mental health concerns. Finally, we aggregated the
scores over all messages to obtain a single average mental
health expression (MHE) score for each participant.

Classification and Transfer Learning Results
Table 1 summarizes the performance metrics of the classif-
cation models of mental health expression (MHE). All clas-
sifiers showed a test accuracy ranging from 0.80 and 0.93
with a F1-score range of 0.80 and 0.93.

Subreddit Accuracy F1-score AUC
Anxiety 0.92 0.92 0.92
Depression 0.89 0.89 0.88
Psychosis 0.82 0.82 0.82
Schizophrenia 0.82 0.82 0.82
Selfharm 0.93 0.93 0.93
Stress 0.80 0.80 0.80
SuicideWatch 0.90 0.90 0.90
Mean 0.87 0.87 0.87

Table 1: MHE classification results in Reddit data.

Despite the strong performance of these classifiers on
Reddit data, whether they transfer accurately to private net-

worked spaces (Instagram private messages) necessitates
further investigation. This is especially a pertinent question
because Instagram is a platform with different features and
affordances from Reddit, the most notable of which is that
the former is private and the latter public. Thus the trans-
ferability of the mental health classifiers needs to be vali-
dated. Accordingly, we utilized a strategy to test the linguis-
tic equivalence of the content shared on the two platforms,
based on an approach developed by Saha et al. (2017). We
first obtained the top 500 n-grams (n = 1) of each subreddit
and the Instagram dataset. Using each n-gram’s GloVe em-
beddings, we obtained a 200-dimensional vector space for
each of these n-grams and then computed the cosine sim-
ilarity between the n-gram embeddings of each subreddit
and the Instagram data. Through this we were able to ob-
serve that there were high cosine similarities of the Insta-
gram message content with that from each of the subreddits
(avg. 0.99), indicating linguistic equivalence.

While this demonstrates robustness in classifier transfer-
ability to (private) Instagram from (public) Reddit, addi-
tional validation is warranted to ensure that what is be-
ing classified in the Instagram private messages, is indeed
indicative of mental health concerns. As noted above, we
used the Reddit classifiers to automatically label each pri-
vate message of each participant on Instagram, summing
it to obtain a [0,7] range MHE score. Then, pursuing a
concurrent validity testing approach, we utilized partici-
pants’ responses on the standardized questionnaires on men-
tal health: SWEMWBS, ISAS, and PHQ-9 (ref. Data Col-
lection). These scales assess mental wellbeing, self-injury,
and depression/suicide, thus being pertinent to the mental
health classifiers we built on Reddit and transferred to In-
stagram. We aggregated an overall mental health score for
each participant across the three scales by summing all re-
sponses. Together, the aforementioned two steps allowed us
to obtain two scores per participant – one score coming from
the transferred mental health classifiers applied to their pri-
vate messages, and another score from their self-reported re-
sponses on the psychometric instruments.

On these pairwise scores, we conducted a Pearson’s cor-
relation test, which showed a statistically significant corre-
lation (corr = 0.29, p < 0.05) between the self-reported
mental health status of the participants and the computation-
ally assessed MHE in Instagram messages. This correlation
aligns with the findings from prior literature that studies the
association between linguistic features and psychopathology
from social media literature (Liu et al. 2022; Stamatis et al.
2022). Liu et al. (2022)’s study, which aimed to study the
relationship between mental illness and online harassment,
observed a close relationship between LIWC categories and
depressive symptom severity (r = 0.28, p < 0.001). Fur-
thermore, the effect size could be indicative of a more sub-
stantial population effect if the intervention, namely online
harassment messages, is widely implemented (Matthay et al.
2021). Given the prevalence of online harassment among
adolescents, the significance of the effect size should not
be disregarded. In turn, this provides additional validity to
the classifiers and our approach to mental health assessment
expressed in private channels.
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Figure 1: Kernel distribution graphs of the MHE scores for
OH and non-OH participants.

Next, having validated this classifier, we present findings
on how the levels of MHE differ across participants who did
(“Online Harassment” or OH participants) and those who
did not experience harassment (“Non-Online Harassment”
or non-OH participants). Figure 1 gives a kernel density plot
of MHE score over the two groups of participants. Both par-
ticipant groups exhibit a bimodal distribution. However, no-
tably, we observe a higher Fisher-Pearson skewness coef-
ficient in the distribution of the OH participants compared
to the non-OH participants (0.18, 29.17%), suggesting that
the OH participants may be more prone to sharing messages
with higher MHE scores. A Mann-Whitney test further veri-
fied this difference to be statistically significant between the
two distributions (U = 5218334.5, p < 0.05).

Furthermore, we qualitatively looked into sample mes-
sages that received high/low MHE scores for the two par-
ticipant groups. Since we grouped messages by the day they
were sent, as shown in Table 2, across the two groups, mes-
sages that received a higher score (5 or higher) from the
MHE classifiers showed increased usage of words indica-
tive of negative affect, or loneliness. This aligns with find-
ings in prior literature that demonstrates the close relation-
ship between mental health, lowered self-esteem and self-
efficacy, social isolation, and negative mood (Liberatore-
Maguire et al. 2022). However, there are discernable differ-
ences between OH and non-OH participants’ MHE, e.g., the
high MHE messages from the OH participants show sad-
ness and anger while those from the non-OH participants
exhibit apologetic messages. These findings are consistent
with prior research on linguistic differences associated with
different mental states (Uban, Chulvi, and Rosso 2021).

These findings being correlational, RQ2 builds on these
differences to assess if the experience of harassment itself
could cause higher MHE scores in the OH participants.

Mental Health Impact of Harassment
Effectively answering RQ2 necessitates the use of causal
methods to reduce biases associated with the observed ef-
fects (MHE) following harassment. A randomized control
trial approach could address this issue; however, such a
method’s applicability in our work would be both imprac-
tical and unethical, due to the sensitive nature of both ha-
rassment and mental health experience. Therefore we adopt
an observational study design – methods and frameworks
which have been leveraged in prior social media stud-

OH Participants

High MHE
mind your own business like ???? I can’t believe
people are like this. [...] i don’t get it. [...] I just
think it’s so nasal. that is my input. so if you’re
gonna attack me please hit me where it hurts.
I just think about how many times I’ve cried alone
in my room [...] I’m just upset that things turned
out this way. [...] I’m having one of my sad days.

Zero MHE
Sad MC Moment. I know but its so tedious. Its be
poggers. Do Hampen Parks by e-dubble please
Good that you’re good yo. Just checking on people
yo. It’s okay yo. How you doing

nonOH Participants

High MHE
I’m going to leave now that you think I’m literally
a sociopath. [...] I have issues. [...] twist as hard as
the can and put me out of my misery.
I’m sorry [...] it gives me a lot of anxiety, I don’t
think I would be good company

Zero MHE
[...] Hey! We’re looking for brand ambassadors and
models, send a message to our main account.
Just request whatever [...] I can’t do anything after
the 26th cause imma be on vacation for 2 weeks.

Table 2: Examples of paraphrased private messages with
high (≥ 5) and zero mental health expression scores of OH
and non-OH participants.

ies (Saha et al. 2019). We utilize a causal inference method-
ology that employs matching. This technique aims to repli-
cate the conditions of a randomized controlled trial by con-
trolling for as many covariates as feasible (Imbens and Ru-
bin 2015). The potential outcomes framework underpins
this, which assesses whether a treatment T (harassment)
causes an outcome (MHE) by comparing two potential out-
comes: (1) Yi(T = 1) if T was applied, and (2) Yi(T = 0)
if T was not applied. Under this framework, we thus con-
structed a single-blinded experimental setup where we di-
vided the participants into treatment and control groups.

Constructing Treatment and Control Groups
We divided the users into two sets–those who received mes-
sages that were flagged as harassment and those that never
received such message. Out of the 80 participants of this
study, a total of 74 had received at least one harassment mes-
sage (OH participants) and 6 did not (non-OH participants).
Treatment group. The OH participants constituted our treat-
ment group. For each OH participant, we then created pre-
OH and post-OH pairs of messages of the participant around
each OH message that the participant received in relation
to a given time window of n = 7, 14, 21, 28 days. We
did not divide the messages by conversation and collec-
tively created one set of pre-OH and post-OH messages for
a given OH message that spanned all conversations in the
n = 7, 14, 21, 28 day windows preceding and succeeding
the OH message. Our rationale is as follows. While peo-
ple could talk about vastly different subjects over different
conversations, experiencing online harassment may trigger
spillover effects, meaning, any ensuing mental health im-
pact can surface not only in the same conversation with the
perpetrator, but also in other temporally adjacent conversa-
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tions with others. Moreover, we observed that in many cases,
the user would retreat from the conversation right after the
OH message, and thus to identify any mental health impact,
considering other private conversations was imperative as it
provided a comprehensive picture of the impact.
Between-subjects control. As the participants were not ob-
served in a controlled experimental setting where they
recorded their messages all within the same time period, it
was crucial to construct a well-defined control group that
would account for the confounding factors influencing our
outcome – MHE in private messages – as much as possi-
ble. Using the set of participants that did not receive any OH
messages, we created a first control group that represented
those non-OH participants who had interacted on Instagram
by sending and/or receiving private messages during a simi-
lar time period as the OH participants.

Then for each of these non-OH participants, we created
a placebo OH message to construct the pre-OH and post-
OH sets of messages (of duration n = 7, 14, 21, 28 days
each) similar to those for the OH participants. Although
constructing a control group of pre-OH and post-OH mes-
sages around a placebo message that was sent on the exact
same day as those from the OH participants would have been
ideal, it was not feasible due to resultant sparsity. Therefore,
we controlled not on the date level but on the season level;
this achieved the purpose of controlling for temporal factors
such as seasonal effects on mental health, while maintain-
ing a reasonable sized dataset for analysis. We assigned sea-
sons to the timestamp of each OH message and constructed
placebo messages in the non-OH set that matched the season
of the corresponding OH messages of the treatment group.

In addition, we utilized a pre-trained BERTopic
model (Grootendorst 2022) to label each conversation
with a topic label–this ensured that we constructed a control
group of messages not only within the same seasonal period
but also matching topic of the conversations. For this, for
each given OH message, we first gathered all the messages
of each non-OH user that fell within the same season as
the OH message. Then we constructed matched pre-OH
and post-OH pairs of control messages by selecting those
conversations of the non-OH participants whose BERTopic
labels were the same as those of the pre-OH and post-OH
messages of each treatment user. Since many conversations
were likely to be not topically similar, we used a sliding
time window of n = 7, 14, 21, 28 days within the list
of messages of the non-OH participants to get adequate
matched pairs for each treatment instance. We denote this
group as the between-subjects control group from hereon.

To assess the quality of matching obtained through the
above BERTopic model, we used the effect size (Cohen’s d)
metric to quantify the standardized differences between the
treatment and the between-subjects control group. We com-
puted the effect size for each time window by measuring
the mean difference in the word frequency of the topics be-
tween the treatment and the between-subjects control group.
The Cohen’s d for each of the time windows ranged 0.0017
to 0.0016, demonstrating that there was minimal difference
between the two groups, indicative of better matching.
Within-subjects control. One’s lived experiences affect one’s

perception of what consists online harassment and the im-
pact it may have on their subsequent mental health. There-
fore, we needed a control group comprising the same group
of OH users, wherein we would assess changes in our
outcome in response to a received placebo OH message,
from before they received any online harassment message.
For any given pre-OH/post-OH pair of messages of an
OH participant, we gathered a new set of pre-OH/post-OH
messages that were from a time period before the treat-
ment (received OH message) and had no overlap with the
n = 7, 14, 21, 28 day time periods of any other set of pre-
OH/post-OH messages of the said participant. We denote
this control group as within-subjects control.

Category Description
Treatment Messages sent by the online harassment

victims that are within a given time frame
pre/post an online harassment message

Within-subjects
control

Messages that sent by online harassment
victims that are not close to any online ha-
rassment messages

Between-
subjects control

Messages sent by people that did not re-
ceive online harassment, sent in the same
season of those in the treatment group

Table 3: Brief description of each group of messages used to
construct the treatment and control groups.

Category Time Window
7 14

Pre-OH 1,268 1,820
Post-OH 1,299 1,973
Within-Subj. Control Pre-OH 15,722 15,982
Within-Subj. Control Post-OH 15,278 15,461
Between-Subj. Control Pre-OH 314 313
Between-Subj. Control Post-OH 289 265

Table 4: Message count corresponding to the n = 7, 14 day
durations preceding and succeeding a real or placebo OH in
the treatment and control groups.

Table 3 summarizes each group of messages established
above. Table 4 gives descriptive statistics for each group.

Difference-in-Differences (DID) Analysis Approach
Difference-in-Differences (DID) analysis is a traditional
quasi-experimental research approach which aims to exam-
ine the difference between the changes in the outcomes pre
and post treatment versus those of a control group (Angrist
and Pischke 2009). DID analysis aims to compare the con-
vergence pattern of the treatment group to that of the control
group, allowing us to identify the mental health impact of
online harassment. This enables us to understand the asso-
ciation between online harassment while controlling for un-
derlying trends in the mental health expression in messages
that are unrelated to the existence or absence of having re-
ceived online harassment (Dimick and Ryan 2014).

Once we obtained the raw MHE scores in each message
using the mental health classifiers described in the previous
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section, we converted each score (in the [0,7] range) to a z-
score based on the mean and standard deviation of all the
messages in the associated pre-OH or post-OH period, cor-
responding to the real or placebo OH message.

We averaged the MHE z-scores of each pre-OH and
post-OH period to obtain a single z-score for each pre-OH
and post-OH period. As a result, corresponding to a sin-
gle (real or placebo) OH message, we obtained six MHE
z-scores: pre-OH/post-OH MHE from the treatment group,
pre-OH/post-OH MHE from the between-subjects control,
and pre-OH/post-OH MHE from the within-subjects con-
trol. We then computed the following to assess the change
in MHE within each of the three groups:

Dp = za(p)− zb(p) (1)

where zb(p) and za(p) respectively represent the averaged
MHE z-scores corresponding the pre-OH and post-OH mes-
sages of group p, where groups could be treatment (tr),
between-subjects control (bc), or within-subjects control
(wc). Using the three differences Dtr, Dbc, and Dwc, we
then measured the DID of the treatment group with respect
to each of the control groups–more specifically, DIDbc =
Dtr − Dbc and DIDwc = Dtr − Dwc. In simple terms,
these DIDs quantify if the change in MHE z-score during
the period following receipt of an OH message in the treat-
ment group is greater than the change observed in either of
the controls. This was performed for each of the four time
windows: n = 7, 14, 21, 28 days.

Findings of the DID Analysis

Days Dtr Dwc Dbc Dtr −DwcDtr −Dbc

7 0.1542 -0.31312-0.00096 0.46732 0.15516
14 0.11036 -0.28799 0.02534 0.39835 0.08502
21 -0.00958-0.27335 0.01196 0.26377 -0.02154
28 0.00910 -0.18009 0.01802 0.18919 -0.00892

Table 5: Results of the DID analysis.

Through the DID analysis, for the treatment group, we found
that the difference between the post-OH and pre-OH MHE scores
(Dtr) was uniformly positive than those of both of the control
groups (Dwc, Dbc) across n = 7, 14 day time windows. Fur-
ther, from Table 5, for the 7 day window, we found that the DID
between the treatment and both the controls was positive, indi-
cating that the increase in MHE for the treatment group post-
OH was more than any changes in MHE observed for either of
the controls. Specifically, the DID for the within-subjects control
(DIDwc) was relatively higher (0.154 − (−0.313) = 0.467 for
n = 7 days and 0.110 − (−0.287) = 0.398 for n = 14 days)
than that between the treatment and the between-subjects control
(DIDbc): 0.154 − (−0.00096) = 0.155 for n = 7 days and
0.110−0.025 = 0.085 for n = 14). The positive DID between the
treatment group and the control groups persists for the time window
of 14 days as well. For time windows of 21 and 28 days, we observe
that although the DID value between the treatment group and the
within-subjects control group remained positive and demonstrates
a gradually declining pattern, the positive DID between the treat-
ment group and the between-subjects control seems to diminish
past 14 days. In subsequent analysis, we focus on the first two time
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Figure 2: KDE of the MHE z-scores between the treatment,
within-subj., and between-subj. control groups.

windows, n = 7, 14 where the mental health impact of harassment
seems most pronounced.

These DID findings are further bolstered by the kernel density
distribution graph of the MHE z-scores of each group. Shown in
Figure 2, we observe that the treatment group’s MHE scores are
more skewed to higher values (mean: 0.21, 0.1), relative to both
controls mean: -0.21, -0.24 for within and 0.06, 0.09 for between-
subjects control), which show a relatively even distribution. This
aligns with our findings above, where the magnitude of change
in both of the control groups were smaller than that of the treat-
ment, indicating the harassment incident to have a greater impact
(by 11%-200%) on the mental health of the victims than in cases
where was no harassment.

Unpacking these results further, we generated a temporal graphs
of the MHE z-scores of the treatment, within-subjects control, and
between-subjects control groups to examine relative differences
in their 7- and 14 day-trends surrounding the receipt of a real or
placebo OH message: see Figures 3 and 4. We used spline inter-
polation to illustrate the change of average z-scores and also fit
a linear model to show the trend of the z-scores. The treatment
group showed an increase in both the slope and intercept (-0.03897-
(-0.05114)=0.01217 for slope and 0.36941-(-0.0346)=0.43102 for
intercept) for the time window of n = 7. The within-subjects
control and between-subjects control both showed a decrease in
the slopes (-0.00558-0.00186=-0.00744 for within-subjects control
and -0.00133-0.00255=-0.00389 for between-subjects control) for
the 7-day window. Here, the intercept slightly increased for the
within-subjects control (-0.08076-(-0.09283)=0.01207) while the
between-control showed a decrease (0.06997-0.07928=-0.0093).
For the case where n = 14, the slope of the treatment group exhib-
ited a negative change (decrease from -0.0313 to -0.00901), while
the intercept increased (0.30791 to 0.35694). These patterns were
not present in the two controls for n = 14.

Overall, we note that the absolute magnitude of change for both
n = 7, 14 was greater in the treatment group compared to both con-
trol groups. In Figure 3, a sharp increase in MHE z-scores was ob-
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Figure 3: Temporal graph of the MHE z-scores of mes-
sages of the treatment, within-subjects control, and between-
subjects control groups for a time window of 7 days.

served in the treatment group on the day before throughout the day
after the online harassment message, whereas both control groups
showed a comparatively smaller fluctuation of MHE z-scores. We
also note the general trend of decrease in the treatment group fol-
lowing the initial sharp increase for both n = 7, 14.

Assessing Validity of the DID Analysis
To examine whether the above observed DIDs between the treat-
ment and the two control groups is statistically significant, draw-
ing on prior research (Bertrand, Duflo, and Mullainathan 2004),
we trained an Ordinary Least-Squares (OLS) Regression Model on
the MHE scores of the pre-OH and post-OH messages associated
with each real or placebo OH message in the three groups. Each
MHE score was associated with three variables: g (whether it cor-
responded to the treatment or one of the control groups), t (whether
it corresponded to the pre-OH or post-OH period), and categorical
variables based on the OH message ID that were used as dummy
variables. This OLS approach would enable us to establish that the
observed difference (DID) between the MHE changes in the treat-
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Figure 4: Temporal graph of the MHE z-scores of mes-
sages of the treatment, within-subjects control, and between-
subjects control groups for a time window of 7 days.

ment group and those in the two control groups did not occur out
of random chance but rather due to the treatment, which in this
case are the receipt of the OH messages. The regression model was
fitted as follows:

Y = β0 + β1 ∗ g + β2 ∗ t+ β3 ∗ (g ∗ t) + Σn
i=1ri (2)

where the variable r represents the categorical dummy variables.
The β coefficients each were associated with the dependent vari-
ables used in fitting the regression model. Figure 5 shows the vi-
sual representation of the coefficients in relation to the MHE of the
treatment and control groups–when we visualize the MHE scores
for the treatment and the control groups, the green line represents
the MHE scores of the control group. The vertical line depicts the
time of the treatment–in this case, an online harassment message–
that would affect the MHE scores. The treatment group’s MHE
scores, which is shown as the blue line, then would be influenced by
the online harassment message and divert from the expected pro-
jection of the MHE scores had the online harassment message did
not happen; which is shown as the dotted blue line. To that end, we
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Figure 5: DID graph with regression model coefficients.

focused on β3, a coefficient that is dependent on both the time (pre-
or post-OH) and the presence (OH present or absent) variables.

Applying this OLS model to our data, we found that the im-
pact of OH on the MHE outcomes were statistically significant
(F -stat: 1.7833, 6.8332; (p < .05) and effect size of β3 : η2 =
0.85, 0.51; (p < .05) for n = 7, 14) giving validity to the DID
observations that OH incidents were followed by heightened MHE
scores in a period 7-14 days.

Comparison with Counterfactuals
To further establish the causal relationship between the observed
changes in the MHE z-scores to the online harassment messages,
we adopted a multi-prong counterfactual comparison approach
from ElSherief et al. (2021)’s study.

A Synthetic Counterfactual We implemented a permutation
test to rule out the possibility that the observed temporal changes in
the MHE z-score happened by chance (Anagnostopoulos, Kumar,
and Mahdian 2008). Essentially, for each set of MHE z-scores of
a online harassment message, we conducted 1000 permutations to
obtain a set of synthetic counterfactuals; then measured the average
difference of the MHE z-scores (Dtr) over a 7-day and a 14-day
pre-/post-OH period. For these synthetic counterfactuals, we found
that the change in the permuted MHE z-scores in the post-OH pe-
riod with respect to before, was significantly smaller (0.16187 and
0.11127 for 7 and 14-days respectively; p < 10−15) than that in the
actual treatment data, by 104.97% and 100.82%. The mean, vari-
ance, and the standard deviation for the 7 and 14 day time windows
are shown in Table 6.

Window Avg. Change in MHE Variance Std. Dev.
7 days -0.00767 0.00263 0.05127
14 days -0.00091 0.00101 0.03185

Table 6: Outcomes of the permutation test showing the mean
change in MHE z-scores in the synthetic counterfactuals.

A Simulated Counterfactual Using the MHE z-scores of the
pre-OH period, we inferred the post-OH MHE z-scores assuming
that the treatment–in our case, the online harassment message–did
not occur. This allowed us to understand what the MHE z-score
would have looked like had the online harassment message not
been received by a particular participant. Our rationale is that if
there was significant difference between the inferred values and
the actual values, we could conclude that the change in MHE z-
scores was due to the online harassment message. To infer the post-
OH MHE z-scores, we trained an auto-regressive integrated mov-
ing average (ARIMA) model (Box et al. 2015). Using the ARIMA
model, we then forecasted the values of the post-OH and measured
the Root Mean Square Error (RMSE) between the forecasted val-
ues and the actual MHE z-scores from the post-OH period. We

observed the average RMSE between the forecasted and actual val-
ues to be 0.87 and 1.06 for time windows of 7 and 14, respectively.
The forecasted values were 0.18 and 0.33 (79.31% and 221.21%)
lower than that of the actual MHE z-scores in the treatment data.
A two-sample t-test (t = 2.8; p < .005 and t = 5.18; p < 10−7

for 7 and 14 days respectively) further supported our observation
that the inferred values were significantly different from the actual
MHE z-scores.

7-day time window
Positive LLR

Unigram Bigram Trigram
clueless,5.95 embarrassed because,5.96 hurt do not,5.99

embarassed,5.90 blocked him,5.94 can not anything,5.97
cryyyyy,5.90 really mad,5.91 feeeell get pissed,5.92

Negative LLR
omggg,-5.13 talking bout,-4.78 did not hear,-4.80
learn,-4.03 time video,-4.73 like valid do,-4.67

wisdom,-3.43 know say,-4.17 sorry like want,-4.01
14-day time window

Positive LLR
clueless,5.98 life support,7.92 can not anything,6.07

idgaf,5.93 hate this,6.07 i am upset,6.04
idccc,5.88 fucking die,5.99 want to kill,6.02

Negative LLR
Unigram Bigram Trigram

lmfaoo,-6.31 stop i,-5.72 am scared because,-4.67
wassup,-4.17 not talking,-4.86 am sorry love,-4.65
walking,-3.93 talking shit,-4.70 what is wrong,-3.72

Table 7: n-grams with positive and negative LLR.

Posthoc Contextualization of the Findings
To examine our causal findings in context, we extracted the n =
1, 2, 3-grams from the messages sent in the n = 7, 14 days after
the online harassment message and calculated their Log Likelihood
Ratio (LLR) with respect to their occurrences in the messages sent
before the online harassment message. A higher LLR indicates that
the n-gram is more frequent in the post-OH period while a lower
value shows greater frequency pre-OH. We then examined n =
1, 2, 3-grams that had at least an absolute magnitude of 3 or higher.

Per Table 7, post-OH messages contained terms that exhibit
helplessness, hopelessness, and distress such as cryyyyy, clueless,
and i am upset; these phrases indicate lower mood and declined
cognitive processing, both of which have been observed to be asso-
ciated with elevated feelings of mental health concerns (De Choud-
hury, Counts, and Horvitz 2013). Note that there were also some
terms with negative LLR that contained negative sentiment (e.g.,
am scared because, am sorry love), but in a different manner; for
example indicating fear or apology.

Discussion
New Benchmarks for Studying Private Interactions
Theoretically-grounded measurement and validation of
MHE in private networked spaces. Considering how self-
disclosure and seeking for help in private conversations provide
support and aid in the overcoming of traumatic events (Andalibi
et al. 2018), it is important to quantify how people express their
mental statuses in these private networked spaces. Yet, as men-
tioned earlier, there has been limited understanding about how
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people express their mental state in private messages. Our work,
inspired by the approach from previous literature (Saha et al.
2019), provides a valid benchmark for measuring mental health
in private messages using (linguistically equivalent) public data
on self-disclosures of mental illnesses. A notable strength of our
work is that we validated our approach using participants’ assess-
ments of their mental health, recorded via standardized question-
naires. This validation approach is more theoretically grounded
compared to prior approaches where self-reported diagnoses (e.g.,
“I am suffering from depression”) were taken as standalone ground
truth or where third parties annotated social media postings for
mental health expression. Ernala et al. (2019) noted these ap-
proaches to suffer from construct validity issues, and advocated
for theoretically-grounded mental health measurement. Here, we
achieved this, in the context of users of private networked spaces
through a range of psychometric instruments. Since we further
showed distinct mental health expressions of harassed and non-
harassed individuals (with the former experiencing worsened men-
tal health), we provide additional face validity to our approach of
assessing mental health concerns in private networked spaces.

Advancing causal investigations of impact of harassment
in private channels. Our approach offers a new way to mea-
sure the mental health impact of online harassment, addressing a
gap in the current research. Rather than just focusing on detect-
ing incidents of harassment, as has been the focus of prior work,
we analyzed how victims are affected by these events. Our study
found that victims exhibit worsened mental health in private con-
versations for at least a short period of time following a harassment
incident, and that this effect spills over to other conversations be-
yond the one involving the perpetrator. This demonstrates the direct
impact of harassment on one’s language use and style. In this way,
we provide a benchmark for assessing the mental health impact of
online harassment and can inform the development of better detec-
tion systems and support for victims.

Our work extends prior research by using a causal inference ap-
proach to measure impact. Past research has largely relied on ret-
rospective self-reports or correlations, which may be subject to re-
call bias or confounding effects and may not account for baseline
mental health status (De Choudhury 2013). Cross-sectional designs
are often limited in being able to establish causality and quantify
change. Our DID and counterfactual modeling approach addressed
these issues by utilizing a large, longitudinal dataset of Instagram
conversations with self-reported instances of harassment.

Broadly, we were not only able to establish that online harass-
ment can lead to worsened mental health, we also examined this
impact by looking at varied durations, ranging from one to four
weeks. As perhaps expected, the causal effect was the most pro-
nounced in the immediate week, and showed a monotonic decline
thereafter. We know from clinical observations that individuals are
resilient to the influence of traumatic events and can recover from
such event as time passes (Butler et al. 2009). Our findings are con-
sistent with this finding, since we see that past two weeks follow-
ing experience of harassment, the heightened mental health impact
tends to wash away. While this shows that the impact may be short-
lived, but we note that the impact during this short period can be
notably distinct from the same individual’s baseline mental health,
or compared to similar individuals who were not harassed online.
Our study thus sets a new benchmark in quantifying the impact of
harassment, and future research may further investigate this across
platforms, forms of harassments, diverse populations, and so on.

Finally, our findings confirm connections between online ha-
rassment and emotional, psychosomatic problems, social difficul-
ties, and psychological safety (Duggan 2014; Brody 2021; Aponte
and Richards 2013). The impact of online harassment on mental

health may lead to a vicious cycle where harassment worsens men-
tal health and poor mental health further victimizes individuals in
future incidents (Arseneault, Bowes, and Shakoor 2010). This vi-
cious cycle can be particularly threatening in private networked
spaces that are often un- or under-moderated, and where the largely
dyadic form of interactions may mean bystanders are unavailable
to confront perpetrators or provide help to victims in need. Future
research could leverage our approach to measure mental health im-
pacts as a benchmark and investigate the nature of this vicious cy-
cle to inform better design of private networked spaces as well as
possible interventions.

Design Implications for Private Networked Spaces
A restorative justice approach to tackling mental health
harms of harassment. There are almost two decades of re-
search designing automated machine learning tools for harassment
detection online (Kim et al. 2021a), and scholars have repeatedly
emphasized the need for interventions (e.g., moderation of perpe-
trators, deletion of harassing messages, community/bystander re-
porting mechanisms) inspired by such automated systems to curb
harassment from happening repeatedly from the same or similar
perpetrators. While these efforts are commendable, all machine
learning models are inherently uncertain, and thus detection al-
gorithms, even today, are far from being perfectly accurate in all
contexts, populations, or platforms. With such systems failing to
deliver in certain occasions, victims might be “left out in the cold”
to cope alone without support, perhaps even with the perpetrator
still present in the networked space without facing any real con-
sequences. Even when the offenders are “punished” by platforms
(e.g., in the form of banning or content-removal), such a retribu-
tive approach often leaves out the victim from the delivery of jus-
tice, offering them little to no agency in choosing what punishment
might be the best for their wellbeing. Such neglect may be per-
ceived to be not just unjust, but our work reveals that it could have
significant negative repercussions due to victims expressing aggra-
vated mental health concerns following such an often unpleasant,
sometimes harmful experience. Thus, by quantifying the mental
health impacts of harassment, we may be able to mediate and pro-
vide support to the victims. These interventions can take several
forms, and ethical questions abound as to what appropriate victim-
centered ways to engage in private networked spaces could be.

Our suggestions for design here draw upon a restorative justice
framework (Van Ness and Strong 2014), where the idea is “to get
offenders to take responsibility for their actions, to understand the
harm they have caused, to give them an opportunity to redeem
themselves, and to discourage them from causing further harm.”
Social media platforms that include private channels of commu-
nication may consider strategies where perpetrators of harassment
are given an opportunity to justify their actions and adopt steps
that could repair their often dyadic private interaction with the re-
spective victims. Victims, complementarily, could be provided re-
sources for coping and social support, on the platform (e.g., giving
an option to connect with a close social tie with whom active pri-
vate interactions are present) or elsewhere (e.g., virtual therapy).
Safe spaces with self-reflection or conversational features may also
be created for the victims to share their experiences. In addition,
knowing that mental health impacts of harassment exist, victims
could nominate bystanders in their private channels who, with ap-
propriate consent, may serve to mediate future instances of harass-
ment with an eye to minimizing mental health harms.

Sensitivity to mental health impacts: a transformative
justice approach to tackling online harassment. Along
similar lines as above, moderation and interventional efforts to
address online harassment could consider the impact on victims’
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mental health central to platform policies. This could be akin to a
transformative justice framework (Nocella and Anthony 2011), that
allows investigating the root causes of injustice and uses a harms
reduction approach that seeks to “lessen the negative social and/or
physical consequences associated with various human behaviors.”
Most harassment detection techniques do not consider the impact
on the victim as an indicator of the presence of severity of the in-
cident. We suggest that with a transformative justice lens, mod-
eration and intervention strategies could build upon our findings
to not only detect the contextual features of a given point in time
when/where harassment occurs, but also consider an assemblage of
features – e.g., specific language present in messages or a sudden
negative change in social media behavior – relating to the possi-
ble harms among victims. This would allow for a victim-centered
approach to identifying what constitutes harassment, when, and
how. It would also allow for better unpacking of the consequences
and implications of different moderation techniques, ensuring that
evaluation of these techniques considers the mitigation of victims’
mental health harms as key to success. A transformative justice
lens may also enable new interventions that involve education and
awareness campaigns promoting digital literacy, healthy relation-
ships, and consent culture in private social media conversations.

Conclusions, Limitations, and Future Work
We explored how online harassment incidents influence the men-
tal health of victims expressed in private conversations. We devel-
oped a robust causal inference framework that utilized rich data
spanning 1.4 million private messages shared by 80 youth on Insta-
gram. In comparison with two carefully constructed control groups,
a difference-in-differences and a counterfactual modeling analysis
revealed the treatment group (those who experienced self-identified
harassment in Instagram conversations) to exhibit increased mental
health concerns. These concerns persisted for a short period of time
(7 and 14 days) following the harassment incident and spilled over
to multiple conversations, manifesting in varied linguistic charac-
terizations indicative of aggravated mental health. Future work can
explore the extent to which these effects might still have a more
prolonged footprint, whether the effects could have individual dif-
ferences given the lived experience of the victim, whether the iden-
tity of the perpetrator of harassment has any role in lessening or
exacerbating the observed impact, and the extent to which our find-
ings may extend to social media platforms beyond Instagram. Al-
though the focus on a single platform and the use of transfer learn-
ing to assess mental health expressions could be perceived as limi-
tations of this work, through this formative study we hope to inspire
others to recognize the effect of online harassment on the expressed
mental statuses of victims in private networked spaces, considering
which has the potential to improve future online harassment detec-
tion systems as well as to devise ethical and just ways victims of
harassment could be better supported.
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