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Abstract

WhatsApp provides a fertile ground for the large-scale dissemination of information, particularly in countries like Brazil and India. Given its increasing popularity and use for political discussions, it is paramount to ensure that WhatsApp groups are adequately protected from attackers who aim to disrupt the activity of WhatsApp groups. Motivated by this problem, we characterize two types of attacks that may disrupt WhatsApp groups. We look into the flooding attack, where an attacker shares usually numerous duplicate messages within a short period, and the hijacking attack, where attackers aim to obtain complete control of the group. We collect a large dataset of 19M messages shared in 1.6K WhatsApp public political groups from Brazil and analyze them to identify and characterize flooding and hijacking attacks. Among other things, we find that approximately 7% of the groups receive flooding attacks, which are usually short-lived (usually less than four minutes), and groups can receive multiple flooding attacks, even within the same day. Also, we find that most flooding attacks are executed using stickers (62% of all flooding attacks) and that, in most cases, attackers use both flooding and hijacking attacks to obtain complete control of the WhatsApp groups. Our work aims to raise user awareness about such attacks on WhatsApp and emphasizes the need to develop effective moderation tools to assist group administrators in preventing or mitigating such attacks.

Introduction

The rise of messaging applications has significantly transformed how people communicate and interact. WhatsApp, in particular, has achieved widespread usage, especially in Brazil and India, where virtually every cell phone user has embraced the platform (Bianchi 2022). This tool has seamlessly integrated into people’s lives, becoming indispensable in various daily activities, including event organization, entertainment, news consumption, and business searches. Its extensive presence has made it an essential and indispensable component of modern existence.

The immense popularity of WhatsApp, coupled with the nature of the communication it facilitates, has created a highly convoluted and fertile environment for the propagation of misinformation campaigns. A notable example of this phenomenon can be seen in India, where false reports of child abductions have led to numerous instances of mob violence and lynchings (Samuels 2020). Also, in Brazil, a fact-checking effort conducted during the 2018 Brazilian presidential election process revealed an alarming statistic: 88% of the messages circulating on the platform were found to be false or misleading (Resende et al. 2019b). The environment created by messaging apps like WhatsApp is inherently complex. While these platforms offer a variety of tools to facilitate the rapid dissemination of messages, they also maintain a level of anonymity that conceals the authors of these messages.

Since Jair Bolsonaro’s election in 2018, WhatsApp has evolved into a bustling media space for political militancy. The public space within the platform has emerged as a hub of communication and organization, enabling the seamless coordination of activists. These public groups connected hundreds of very active users dedicated to spreading information to participants and groups, creating a backbone for information propagation within WhatsApp (Melo et al. 2019b). Misinformation campaigns feed these groups of activists, who are moved by loyalty to the preferred candidate and tend to amplify the reach of the messages received, regardless of their truthfulness. At the same time, given the polarized nature of political discussions, groups of activists organize themselves into digital militias to fight with each other and to promote hostile interactions towards opponents. This no man’s land created within WhatsApp by digital militias is nearly unexplored by the research community.

Motivated by this research gap, this work presents the first comprehensive study that analyzes the strategies and attacks employed by digital militias operating in public WhatsApp groups. By examining the dynamics and tactics used by these groups, this research sheds light on the complex landscape of online political engagement and the role played by these militias in dismantling and attacking the opposing side’s groups. The first type of attack identified and evaluated in this study is the flooding attack, a commonly employed tactic to disrupt the activity of the opponent group. This attack involves overwhelming the group with a high volume of messages, often causing chaos. By inundating the group with an excessive number of messages, the attackers aim to disrupt the normal flow of conversation and prevent
the effective exchange of information among group members. The second type is the hijacking attack, which involves the unauthorized takeover of a WhatsApp group by a malicious user, who aims to disrupt and dismantle the group. The hijacker gains control over the group, often exploiting vulnerabilities in the group’s administration and then taking destructive actions, such as removing all members or spreading harmful content. To understand these attacks, we conducted an extensive data collection of WhatsApp political public groups from Brazil. We gathered 19M messages shared in 1,645 public groups. Then, using a mixed-methods data-driven approach, we identify and characterize flooding and hijacking attacks on WhatsApp groups. We believe that combining both quantitative measurements and qualitative assessment of the content used in these attacks is a suitable approach for characterizing and understanding these attacks.

Main Findings: Our main findings are:
1. We find that flooding attacks are not a rare phenomenon on WhatsApp groups focusing on Brazilian politics; 7% of all groups in our dataset received flooding attacks.
2. Stickers can be misused by attackers to undertake flooding attacks (62% of all flooding attacks). Also, we find a large percentage of attacks that use offensive, repulsive, or sexually explicit stickers.
3. Flooding attacks are short-lived (98% of them are below 4 minutes) and groups may receive multiple flooding attacks, even within the same day.
4. We find that hijacking attacks are conducted with flooding attacks to take full control of the group and “silence” the group (e.g., by forcing people to leave the group).
5. We find evidence that groups change their name to obfuscate their political nature to avoid prosecution.

Implications. Our work and findings have many implications for various interested stakeholders. First, for end-users, our work raises awareness about these two types of attacks and how they are conducted on WhatsApp. For platform operators, our work and findings can shed light on the modus operandi of the attackers involved in flooding and hijacking attacks and assist them in adjusting their platform governance. For group administrators and third-party developers, our work can motivate them to implement and employ effective moderation tools (e.g., moderation bots) to identify disruptive behaviors in the group and remove the attackers before making drastic changes to the group.

Data Collection
WhatsApp is Brazil’s most popular messaging app, with millions of users sending messages daily in one-on-one chats, private groups, and public groups. WhatsApp messages are encrypted and conversations are confidential, except in public groups where anyone can join via an invitation link. Data collection on WhatsApp is, consequently, a difficult task. Previous works proposed overcoming this challenge by collecting public groups on WhatsApp, using social networks and online repositories to discover invitation links to public groups and join them, especially in political contexts (Kazemi et al. 2022; Melo et al. 2019a; Bursztyn and Birnbaum 2019). Then, all messages and group information are accessible. By implementing it on a large scale, it is possible to collect what is shared in thousands of groups.

In this work, we perform a similar large-scale data collection of messages shared in WhatsApp public groups in Brazil over almost three years, from March 2020 to December 2022. This period encompasses important political events, such as the COVID-19 pandemic and Brazilian elections (Reis et al. 2020). For our data collection, we focus on public WhatsApp groups related to Brazilian politics (i.e., political groups). To achieve this objective, our methodology was initiated by leveraging an initial set of keywords related to Brazilian politics, as originally formulated by (Resende et al. 2019b). Given the long-term duration of our data collection span, we subsequently expanded this keyword lexicon with newly emergent terms associated with political individuals and topics, which had arisen after the work conducted by Resende et al. (2019b). This enriched set of keywords is then employed to identify and retrieve invitation links to public WhatsApp groups disseminated across social media platforms such as Twitter and Facebook, as well as other online repositories listing public groups. Initially, we found 1,828 valid groups (i.e., unbroken URLs) from which we filtered 364 relevant groups to join. Importantly, this process was conducted iteratively, with periodic reiterations, as necessary to curate groups that remained contemporary and reflective of the evolving landscape of discourse and more recent political events, reaching a total of 1,645 public political WhatsApp groups collected. This iterative practice is essential in sustaining a prolonged and expansive data collection effort, given the inherently transient nature of communities within instant messaging platforms (Hoseini et al. 2020). In order to ensure the political nature of the groups included in our dataset, one of the authors meticulously undertook annotation. This process entailed a careful manual evaluation of each discovered group’s title and description. Groups were joined only if they exhibited a clear association with the topic of politics.

Then, to extract data from groups, we use the approach proposed by (Garimella and Tyson 2018) and (Melo et al. 2019a) to find, process, and store the content shared in these groups. This methodology gets the WhatsApp database from the user’s smartphone, directly accessing the messages received. Using the above methodology, we gathered data about all messages shared between March 2020 and December 2022. For each message, we extract (i) user ID, (ii) group ID, (iii) timestamp, (iv) a label on whether the message was forwarded, (v) text, (vi) media type (e.g., images, audio, and videos, sticker) and (vii) if available, the attached multimedia files (e.g., images, audio, and videos) downloaded through a media_url provided by WhatsApp.

Overall, we collected 19M WhatsApp messages shared in 1,645 WhatsApp groups from 189K users between March 2020 to December 2022. Our dataset is quite diverse and includes a lot of multimedia: 5.4M messages are text, 5.2M messages are video messages, 4.2M are image messages, 1.8M messages are stickers, 1.2M messages are links, 984K messages are audio, and we have 54K messages sharing documents. Note that on WhatsApp, all multimedia and files shared on the platform are assigned a unique identifier; hence, as-
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Figure 1: Distribution of duplicate messages and user-activity in the 1-minute sessions.

Flooding attacks are denial-of-service (DoS) attacks that aim to overwhelm a server and cause network disruption by creating network congestion (Yi et al. 2006). Flooding attacks are not only limited to computer networks, it is also a popular type of attack and can also affect other communication channels, like SMS (Hussain et al. 2021) and chat messages on online messaging platforms. On messaging platforms like WhatsApp, attackers can infiltrate a group and send a large volume of messages quickly, disrupting the group’s regular operation and making it difficult for benign users to interact and chat in the WhatsApp group. Motivated by this, we aim to identify and characterize flooding attacks on WhatsApp. Furthermore, we aim to understand how these attacks are carried out and their impact on WhatsApp victim groups.

For our analysis of flooding attacks, we focus on the period between July 2022 and December 2022, which includes data from 1,267 groups and 12,167,529 messages. We focus on this period for many reasons; first, this is the most active period of our dataset, and second, our data collection included all activity related to sticker messages, which, as we will see later, are important for flooding attacks.

**Identifying Flooding Attacks.** The flooding attack occurs when an attacker sends a large volume of messages, usually containing identical content, to a WhatsApp group within a short period. To identify flooding attacks on WhatsApp groups, we devise the following methodology. First, we split the group’s message-sharing activity into sessions, each comprising one minute of the group’s activity. Then, for each session, we calculate: 1) the average number of messages per user; 2) the fraction of duplicated messages (i.e., sharing the same text, image, audio, video, sticker).

Figure 1(a) shows a scatter plot of these two metrics for each 1-minute session; we observe that the majority of the sessions have less than 60 messages per user, which is expected given that in most of the sessions, we expect to have benign conversations where many users share messages with relatively low frequency. Also, we observe that for a low average number of messages per user (less than 60), we have many sessions with a fraction of duplicated messages across the entire range of 0 and 1. On the other hand, when considering sessions with more than 60 messages per user, we observe that the fraction of duplicate messages is concentrated mainly on the limits. This is evident by looking at Figure 1(b), which shows the Cumulative Distribution Function (CDF) of the fraction of duplicated messages for all sessions with 60 messages per user or more. We observe that 60% of sessions with 60 messages per user have at least 60% of the messages shared within the session as duplicates (i.e., users sharing messages with identical content). Based on this session-based characterization, we assume that a group is under a flooding attack when there is an average number of messages of 60 messages or more and at least 60% of all the session messages are duplicates.

Using the above-mentioned methodology, we identify 893 flooding sessions in 95 WhatsApp groups (7.04% of all active groups from July 2022 to December 2022). Then, we aggregate the flooding sessions into flooding attacks. Since we create 1-minute sessions, flooding attacks may span multiple consecutive flooding sessions. Therefore, we combine all consecutive flooding sessions happening in the same group and treat them as part of the same flooding attack. Overall, we find 580 flooding attacks in 95 WhatsApp groups.
Characterizing Flooding Attacks. Having identified a set of flooding attacks, we aim to characterize these attacks, focusing on understanding how these attacks are executed in WhatsApp groups. We start our characterization by looking into the groups that are the recipients of the flooding attacks. Figure 2 shows the CDF of the number of flooding attacks received per group (Figure 2(a)), as well as the CDF of the number of flooding attacks per group per day (Figure 2(b)). Almost half of the groups receive only one flooding attack throughout our dataset. At the same time, we observe that many groups receive flooding attacks; e.g., 20% of the groups receive more than seven flooding attacks throughout our dataset (see Figure 2(a)). More worrying is the finding that groups receive multiple flooding attacks within the same day. We find that 57.89% of the groups receive more than one flooding attack within the same day (see Figure 2(b)), highlighting the prevalence and gravity of these attacks, especially in political groups. To better illustrate this phenomenon, we present a case study of a single WhatsApp group that received multiple flooding attacks throughout our dataset in Figure 3. This specific group received in total four flooding attacks, with the first three increasing in intensity, as observed by the increasing number of duplicate messages shared during the attacks. Overall, the finding that WhatsApp groups are the recipients of multiple flooding attacks, and sometimes within the same day, indicates that the group’s administrators can not prevent or moderate these attacks effectively. This is likely due to the absence of effective moderation tools that can assist group administrators in tackling attackers that share many duplicate messages within a short period of time (Melo et al. 2019b).

Next, we look into the duration of flooding attacks. Given that flooding attacks may consist of multiple 1-minute flooding sessions, we calculate each attack’s duration by summing all the consecutive 1-minute flooding sessions. Figure 4 shows the CDF of the duration (in minutes) of the flooding attacks observed in our dataset. We observe that, in general, flooding attacks are short-lived; 70% of the flooding attacks have a duration of up to one minute, and 98.1% of the flooding attacks have a duration of up to four minutes. Given that flooding attacks are short-lived, we then turn our attention to looking into the type of messages that are disseminated during the flooding attacks. We expect that attackers are sending media or types of messages that can send en-masse in a short period. To shed some light on the modus operandi of the attackers, for each flooding attack, we identify the types of messages that are disseminated during the flooding attack. Figure 5 shows the prevalence of the flooding attacks across the various message types. Most attacks are carried out using exclusively stickers (54.13%), text (22.06%), or a combination of both text and stickers (5.86%). Stickers are small images and can even be ani-
mated. They serve multiple purposes, like sharing emojis and memes that can be easily and quickly shared in a group. Given that stickers are also customizable, and group participants can create new stickers, attackers may create some offensive stickers and then disseminate them in the group to undertake a more severe attack.

**Characterizing stickers used in flooding.** Thus far, we have observed that stickers are one of the most popular message types for undertaking flooding attacks. To better understand flooding attacks, here, we aim to characterize the content of the stickers by undertaking a qualitative analysis using thematic coding analysis (Braun and Clarke 2006). To do this, we extracted a random sample of 100 stickers used during flooding attacks and constructed a codebook after two researchers went through the stickers, created initial codes, discussed them together, and refined them iteratively until no more changes were made, reaching as result ten codes:

- **Political Agenda:** Promotion of political views or ridicule/criticism of the opposite political side.
- **Meme:** Non-political memes and animated content.
- **Porn:** Explicit sexual content, nudity, and pornography.
- **Abstract:** Random stickers and miscellaneous topics.
- **Disgusting:** Repulsive and disgusting content, usually involving bodily waste.
- **Religious Attack:** Employing religious symbols and irony to mock or satirize religion.
- **Violence:** Content that promotes violence.
- **LGBTQ+ Attack:** Content attacking LGBTQ+ people.
- **Antisemitism:** Promoting nazism or attacking Jewish.
- **Racism:** Content promoting racist views.

Having constructed the codebook, two researchers independently coded another sample of 100 messages; we find a Cohen’s Kappa coefficient of 0.936, indicating high agreement between them, hence the rest of the stickers are coded from a single annotator. Overall, we coded all 1,667 stickers used in flooding attacks. We find that almost 60% have a Political Agenda, which shows that the attacks also aim to provoke the opposite side and sometimes promote their ideologies. Memes (17.87%) are frequently employed to inundate the group. Abstract (8.62%) stickers are readily accessible, with some being standard stickers commonly found on many phones, indicating that users choose random stickers to inundate the group. More worrying is the fact that we find a substantial percentage of stickers containing harmful content like Porn (12.34%), Violence (1.12%), and Disgusting (2.79%), including repulsive content and offensive imagery. The attacker’s goal extends beyond merely targeting the group; it also involves creating discomfort by disseminating offensive and repugnant content. Other instances of hate content include Religious Attacks (1.18%), LGBTQ+ Attacks (0.87%), Antisemitism (0.81%), and Racism (0.50%). The substantial degree of harmful stickers used in flooding attacks highlights the gravity and potential impact of such attacks on WhatsApp users.

**Characterizing text used in flooding.** Text messages are also popular for flooding groups; 31.3% of flooding attacks used text messages. Here, we aim to characterize the text content shared during flooding attacks. To do this, we categorize 20% of all flooding text messages. Initially, two human evaluators examined 30% of these messages and established the five codes:

- **Overload Attack Message:** A long message with many characters designed to slow down the phone.
- **Political:** Messages strengthen their own political stance.
- **Meaningless:** Laughter or random characters with no specific meaning.
- **Accusation/Attack:** Messages to provoke or incite political reactions.
• **Word/Phrase**: Words or phrases lacking a particular discernible purpose.

Subsequently, 30% of all text messages used in flooding attacks were labeled. Within this set of messages, 54.88% were identified as Overload Attack. This shows the malicious intent of the attacker, who not only floods the group but also attempts to slow down users’ phones. Furthermore, an additional 25.61% Meaningless messages, characterized by random characters seemingly typed on the keyboard without any discernible meaning. Another 14.64% contained political Accusations/Attacks designed to provoke the opposing political group. Finally, 4.88% consisted of random Words/Phrases lacking a specific discernible meaning.

To conclude our characterization of the flooding attacks, we look into the users who participate in flooding attacks (i.e., attackers). To identify attackers, we extract the most active users in each flooding attack and we treat the user as an attacker if the number of messages they shared during the attack period is 20% or more of the entire session activity. Figure 6 shows the CDF of the number of flooding attacks per user, as well as how many users are participating in the same flooding attack. We find that 38.3% of the users that participated in flooding attacks participated in more than one attack throughout our dataset (see Figure 6(a)). Also, we find that most of the flooding attacks are executed by a single attacker (90%, see Figure 6(b)).

**Impact of Flooding Attacks.** Having characterized flooding attacks, here, we aim to analyze the impact of these attacks on WhatsApp groups. To achieve this, we compare the activity within the group before and after each flooding attack. Given that we already showed that flooding attacks are short-lived, we focus on 24 hours before and after the attack. Then, we calculate the hourly number of messages and active users and present the results in Figure 7. We focus here on cases where we only have one flooding attack within 48 hours (corresponds to 21.03% of all flooding attacks), as subsequent flooding attacks will affect the WhatsApp group activity. We observe a substantial increase in both metrics (number of messages and active users) during the flooding attack. This result is expected for the number of messages, given that the attack itself is based on the creation of a large number of messages. On the other hand, the increase in the number of active users is likely due to benign users enquiring about the attack. After the attack, we observe that the group is restored to its regular activity three hours following the flooding attack; on aggregate, we have a similar number of messages and active users before and after the flooding attacks. Overall, these results highlight that flooding attacks can potentially disrupt the group’s activity, however, their impact appears limited to only a few hours.

To conclude our analysis of the impact of the flooding attacks, we perform a small-scale qualitative analysis of text messages sent by benign users to shed some light on the impact on WhatsApp users. In this direction, we labeled 20% of all text messages sent by benign during the flooding attack, corresponding to 243 messages. Initially, 30% of messages were labeled to find these five codes:

- **Complaining/Cursing**: Users express dissatisfaction or use profanity to describe flooding attacks.

  - **Requesting Moderation**: Users request the administrator to take action and eliminate the attacks.
  - **News**: Political news or new media forwarded.
  - **Interaction**: Users engage with one another.
  - **Miscellaneous**: Laughing, meaningless content or message that we could not identify.

Next, all other messages were labeled by two human evaluators, reaching a kappa coefficient agreement of 0.70 (Cohen 1960). Among all the messages, 31.28% specifically pertain to Complaining/Cursing about the ongoing attack, while 13.17% of messages were out of a lack of Moderation and requested the administrator’s intervention to remove the attacker. For instance, some examples we observed during flooding attacks from benign users are: “Where is the admin?”, “Hey admin ban the attacker”, “What is it?”, “my cell phone is crashing” (translated messages from Portuguese). Furthermore, 25.93% of the messages involve users interacting with each other or responding, while 16.05% consist of News content shared during the attack. Lastly, 13.58% constitute Miscellaneous, which could not be clearly identified or categorized.

**Takeaways.** The key takeaways from our analysis of flooding attacks on WhatsApp groups are as follows:
Flooding attacks are not a rare phenomenon on WhatsApp when considering Brazilian groups related to politics. We find that 7.04% of all monitored WhatsApp groups experienced at least one flooding attack throughout our dataset.

Flooding attacks are short-lived (70% of the flooding attacks have a duration of up to one minute), and they are usually undertaken by a lone wolf (i.e., 90% of all flooding attacks consist of a single attacker).

We find that WhatsApp groups are the recipients of multiple flooding attacks (even within the same day), which indicates that the moderators or group administrators cannot proactively prevent flooding attacks.

Many flooding attacks are made using the large dissemination of stickers; 62.57% of all flooding attacks in our dataset use stickers. In addition, based on our manual annotations, we find flooding attacks that use offensive stickers including pornography, violence, and provocative messages.

By analyzing the impact of flooding attacks, we find that the irregularities in the group activity due to the attacks last for only a few hours (usually three hours), which indicates that both the attack and its impact are short-lived.

### Group Hijacking Attack

In the previous section, we investigated flooding attacks on WhatsApp groups and observed that WhatsApp groups tend to return to regular operation/activity after the flooding attacks. Here, we investigate a more severe attack, the Group Hijacking Attack, where an attacker aims to obtain complete control of the group and potentially make drastic or catastrophic changes. The attack is initiated when an attacker obtains administrator rights in the group either via unauthorized means (e.g., by compromising the account of an administrator or the group creator) or by enticing other administrators to promote the attacker to an administrator, or by identifying groups where the creator left the group. Having obtained administrator rights, an attacker can make important changes in the group, such as removing group participants, repurposing the group by changing group metadata, or even archiving/deleting/privatizing the group.

The group hijacking attack is analogous to attacks aiming to compromise accounts on social media platforms (Egele et al. 2013) to either repurpose it (Elmas, Overdorf, and Aberer 2023), steal personal information, or share misleading information. Here, we focus on understanding and characterizing this phenomenon through the lens of political groups from Brazil on WhatsApp. In political groups, hijacking attacks can be used to disrupt the discussions of supporters from the other party or attack them by sharing provocative content within their group. Overall, there is a pressing need to understand this phenomenon, as it has the potential to increase online political polarization in the WhatsApp ecosystem. Here, our analysis for hijacking attacks focuses on the entire collected dataset.

To identify potential group hijacking attacks, we focus on groups that had at least one change in the group’s name throughout the period of our dataset. We find that 563 groups (34.28% of all groups) had at least one name change; not all name changes pertain to attacks. To identify potential attacks, we then manually annotate all the 563 groups and their respective name changes to identify whether the name change is suspicious (e.g., the group’s name before and after the change substantially differ semantically) by two evaluators with a 0.7 kappa coefficient. We find a total of 33 groups with substantial semantic differences in the two group names, which corresponds to 5.86% of all groups with at least one name change in our dataset.

#### Characterizing Groups with name changes

Based on our manual annotations, we categorize these 33 groups into four high-level categories (see Table 1).

- **Conflicting**: These are groups that, after the group name change, a contradiction emerges in the political ideology when comparing the period before and after the change in the group’s name. We find four cases of groups in our dataset with conflicting political leanings. For instance, a group named “Bolsonaro reigns” was renamed to “Left Reigns,” indicating the substantial shift in the group’s ideology, likely because of a group hijacking attack.

- **Offensive**: Groups where the group’s name became more offensive or toxic after the name change. We find in total five such cases of groups in our dataset. For instance, we find a group that was changed from “Bolsonaro 2022” to “Gay Group” and a group changed from “Patriots and the Captain” to “bordel bozo” (Bolsonaro’s brothel).

- **Explicit**: These are groups where the name change indicates that there was an attack on the group. We find four such cases; some examples include a group initially named “Alliance for Brazil” and then “Hacked” and a group renamed “Archived by apocalypse.”

<table>
<thead>
<tr>
<th>Categories</th>
<th>Original Name</th>
<th>Changed Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conflicting</td>
<td>Bolsanaro’s slogan</td>
<td>Lula 2022</td>
</tr>
<tr>
<td></td>
<td>Evangel &amp; Lula</td>
<td>100% Bolsanaro</td>
</tr>
<tr>
<td></td>
<td>Brazil Patriot</td>
<td>Brazil is Lula</td>
</tr>
<tr>
<td></td>
<td>bolsanaro the myth</td>
<td>Left Reigns</td>
</tr>
<tr>
<td></td>
<td>Bolsanaro Reigns</td>
<td>Brasl is Lula</td>
</tr>
<tr>
<td></td>
<td>bolsanaro’s Slogan</td>
<td>Lula big vs Bolsanaro</td>
</tr>
<tr>
<td></td>
<td>Haddad is a sh**</td>
<td>Anti fascist</td>
</tr>
<tr>
<td>Offensive</td>
<td>Bolsanaro 2022</td>
<td>Gay Group</td>
</tr>
<tr>
<td></td>
<td>Alliance for Brazil</td>
<td>Golden Shower</td>
</tr>
<tr>
<td></td>
<td>Captain gallows</td>
<td>Devil Gallows</td>
</tr>
<tr>
<td></td>
<td>Just patriots</td>
<td>Boss the shit</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>Prostitution Group</td>
</tr>
<tr>
<td></td>
<td>bolsanaro 2022</td>
<td>Bolsanaro’s Brother</td>
</tr>
<tr>
<td>Explicit</td>
<td>Entourage PT</td>
<td>157 by: lagxzada</td>
</tr>
<tr>
<td></td>
<td>Alliance for Brazil</td>
<td>Hacked</td>
</tr>
<tr>
<td></td>
<td>Anything goes!</td>
<td>Archived by Apocalypse</td>
</tr>
<tr>
<td></td>
<td>In antifascism</td>
<td><em>hot</em></td>
</tr>
<tr>
<td>Context Switch</td>
<td>We with Bolsanaro</td>
<td>Grandma’s recipe</td>
</tr>
<tr>
<td></td>
<td>Antifascist Alliace</td>
<td>Banana Cake</td>
</tr>
<tr>
<td></td>
<td>Beloved Brazil</td>
<td>Birthday Uncle Dudu</td>
</tr>
<tr>
<td></td>
<td>Strategic Right</td>
<td>Cake Recipes</td>
</tr>
<tr>
<td></td>
<td>Brasil-CE</td>
<td>Yoga group</td>
</tr>
<tr>
<td></td>
<td>Bolsanaro President</td>
<td>play the Siri</td>
</tr>
<tr>
<td></td>
<td>United right</td>
<td>Grandma’s recipe</td>
</tr>
</tbody>
</table>

Table 1: Groups with suspicious name changes (translated names from Portuguese).

1Due to the space limitations, we include a subset of the groups classified as Context Switch.
• **Context Switch:** Refers to groups where the name change indicates a substantial shift in the group’s context and topic of discussion. We found 15 groups with context switching. For instance, a group called “We with Bolsonaro” was renamed to “Grandma’s recipe,” a topic that has nothing to do with political discussions.

**Identifying and Annotating Hijacking Attacks.** Just because some WhatsApp groups have suspicious changes in their metadata does not necessarily mean they are the victims of hijacking attacks. Therefore, to detect hijacking attacks, it is paramount to analyze and understand what happened in the WhatsApp groups after the name changes and what messages were shared (if any) after the name change.

To do this, we performed a manual annotation on the 33 WhatsApp groups that had suspicious name changes based on our previous annotations. In particular, for each group, we plot and evaluate the message activity (i.e., number of messages shared per day, before and after the name change) and manually read messages before and after the name change. Our analysis yields several interesting observations. First, we find that 15 out of the 33 groups that had suspicious name changes pertain to a group hijacking attack. For 15 of the groups, we observe that after the hijacking attack, the activity (in terms of messages shared) of the group becomes zero and we find messages that indicate that indeed an attack occurred. For instance, Fig. 8(g) shows an example of a group that received a hijacking attack, and shortly thereafter the group is destroyed and has no further activity. In addition, the attacker provokes the participants who complain and say that the group was overthrown, in addition to celebrating the success of the action (see yellow box in Fig. 8(g)). The rest of the groups (all part of the Context Switch category), we observe that are not the victims of group hijacking attacks, but rather, the group had a name change in an attempt to obfuscate the political nature of the group. Below, we present some examples of hijacking attacks and examples of context switching.

**Characterizing Hijacking Attacks.** Figure 8 shows 9 out of the 15 groups that were the recipients of hijacking attacks (others omitted due to space). For these suspicious names, we have read all messages on the days before and after the group name change. The messages sent on the attack day help us understand what happens in the group. Looking at Figure 8(c), 8(g), 8(e) and 8(h), we realize that the attacker sometimes interacts with the participants, threatening them “make me admin or they will be hacked”, sending messages that the group was taken down “it’s over for you, this group is now ours”, or even celebrating successful group destruction, “It was a pleasure to take down this group with you 2x on the same day”. In other cases, the attacker does not interact, but messages from participants indicate that an attack is taking place. Figure 8(a) shows an example where some users ask the admin’s support to moderate and remove the attacker because the group is under attack. In Figure 8(b), the last message was sent by a user informing the group was attacked and the participants needed to leave.

Upon careful observation, we have identified a pattern in hijack attacks: most groups had an attack shortly after we joined the group, typically within a maximum of 10-20 days from its initial creation, 11 of 15 hijacking groups. Moreover, 9 out of the 15 hijacked groups ceased their activities within a maximum of 5 days. In Figure 8(g), we see an example of a group that suffered an attack on the same day of its creation, and the group was destroyed. This pattern suggests that attackers are specifically targeting recently formed groups. The public group is shared on social networks, and many users join, even malicious users, who take advantage of the recently created group to ask for help with group moderation and gain admin privileges. Each group contains at least one admin responsible for moderating the group, but others can also be added to help organize the group. The attacker can gain the confidence of the moderator by assuming the role of an admin within the group, once a malicious user obtains admin privileges, the group becomes vulnerable to destruction. In some cases, the group has vulnerabilities and, by default, allows users to join with administrator privileges. Moreover, the attacker can intimidate group members and foster a hostile environment. In Figure 8(c), we can observe how the attackers orchestrate a flooding attack toward the admin’s private chat. This can coerce the admin into either leaving the group or adding the attackers as additional admins. In Figure 8(g), the attackers also flooded the group and sent a message stating that the group’s original creator had been removed and that the group now belonged to the attackers. In two other groups, the attacks did not occur immediately after their creation, but within days of joining the groups. This suggests a scenario where the group admin re-shared the invite link to attract new users, and attackers discovered a new group to infiltrate.

Out of the 15 groups that were targeted in the attacks, one group managed to avoid complete destruction because the admin promptly took action by renaming the group and removing the attacker’s presence. This case shows that quick administrator action can help mitigate the damage caused by an attack. In practice, we realized that the attacked groups did not have an active and engaged administrator, which facilitates the action of the attackers. In Figure 8(d) and 8(i), we show how users are complaining about admin action: “where are the admins?”. In Figure 8(a), the user goes so far as to say that the administrator is sleeping.

Finally, among the hijacked groups, we found that 4 also had a flooding attack on the day the group was renamed. This suggests a strategy employed by the attackers: hijacking and flooding attacks are used to gain control and disrupt the group. By flooding the group, the attackers create chaos and confusion, facilitating their hijacking actions. Flooding attacks are not just random messages; sometimes they are selected to evoke fear or intimidation among the group’s users. In Figure 8(d), the attackers flood the group with pornographic messages and stickers.

**Characterizing Context Switching.** Looking for cases that had significant name changes but were not identified as an attack, we find context-switching groups. We noticed that 11 out of 15 cases occurred on specific days, coinciding with either the second round of the Brazilian presidential election or the final days of 2022 when Bolsonaro exited the Brazilian government. During that period, the Superior Electoral...
Figure 8: Examples of hijacking attacks. Yellow rectangles show some examples of messages from users, red and blue rectangles correspond to name changes, black circles to name changes, and red circles to flooding attacks. Figures (a), (b), (c), and (d) show examples of Offensive name changes, (e), (f), and (g) show examples of Explicit name changes, and (h) and (i) show examples of conflicting name changes.
The hijacking attack goes further than flooding attacks, targeting recently formed groups, 11 out of the 15 hijacked groups being compromised shortly after we joined the group, either within a few days or 10-20 days of the group’s creation. The hijacking attack stops within a maximum of 5 days.

11 of 15 of the groups classified as context switch did this on presidential election day or the last day of Bolsonaro’s presidency. These groups are from Bolsonaro supporters, and by adopting new names, aim to maintain a certain level of anonymity and shield themselves from potential sanctions (Mello and Galf 2022).

Among the hijacked groups, 4 also had a flooding attack on the same day as the group renaming, indicating a connected strategy to disrupt and gain control over groups.

**Takeaways.** The main takeaways from this section are:

- The hijacking attack targets recently formed groups, 11 out of the 15 hijacked groups being compromised shortly after we joined the group, either within a few days or 10-20 days of the group’s creation.
- The hijacking attack goes further than flooding attacks, targeting recently formed groups, 11 out of the 15 hijacked groups being compromised shortly after we joined the group, either within a few days or 10-20 days of the group’s creation.
- The hijacking attack stops within a maximum of 5 days.
- 11 of 15 of the groups classified as context switch did this on presidential election day or the last day of Bolsonaro’s presidency. These groups are from Bolsonaro supporters, and by adopting new names, aim to maintain a certain level of anonymity and shield themselves from possible sanctions (Mello and Galf 2022).

**Related Work**

WhatsApp has gained significant attention due to the spread of misinformation on its network (Resende et al. 2019b). In India, the spreading of rumors caused a series of violent lynchings around the country (Arun 2019), while in Brazil, there is evidence that fake news campaigns circulating on WhatsApp have interfered in the results of presidential elections (Resende et al. 2019b; Bursztyn and Birnbaum 2019; Machado et al. 2019). During the COVID-19 pandemic, WhatsApp was also pointed as an important vector for spreading fake news about health (Javed et al. 2020; Vijaykumar et al. 2021). Other issues regarding misinformation content disseminated through WhatsApp were reported in different locations such as in India (Kazemi et al. 2022), in Indonesia (Kwanda and Lin 2020), and in Pakistan (Javed et al. 2020), U.K. (Vijaykumar et al. 2021), Ghana (Moreno, Garrison, and Bhat 2017), Nigeria (Cheeseman et al. 2020), Spain (Elías and Catalan-Matamoros 2020).

Furthermore, not only text messages are abused in this environment (Resende et al. 2019a; Caetano et al. 2019), but also multimedia content can contain misinformation, such as audios (Maros et al. 2020) and images (Reis et al. 2020; Garimella and Eckles 2020). These questions regarding misinformation on WhatsApp are also perceived by the users, who point to WhatsApp as one of the platforms they worry most about false information (Newman et al. 2021). Because of that, understanding how users make use of WhatsApp and what happens inside the large public chats under WhatsApp encrypted networks has become a relevant issue.

One of WhatsApp’s key characteristics is the chat groups. Seufert et al. (2016) explored user interactions, revealing the vital role of group chats for communication within the app, including usage patterns and topics discussed. O’Hara et al. (2014) studied WhatsApp user habits. Through interviews, they uncovered how users prefer WhatsApp for maintaining close ties, not just in one-on-one interactions but also in group chats, which facilitate a sense of belonging, identity, and collective experience. Blastb and Diefenbach (2017) explored how people utilize WhatsApp for daily communication, highlighting user perceptions of specific features such as group chats, last seen, and read receipts in terms of communication quality and well-being. Rosenfeld et al. (2016) found that two-thirds of user conversations are direct one-to-one messages, while the remaining occur within groups.

Public group chats are the focus of many studies investigating WhatsApp, focusing on how it was abused for misinformation campaigns. Garimella and Tyson (2018) developed a methodology to find and collect WhatsApp data from public groups. They find 2K groups on Twitter and join a set of them to characterize WhatsApp users in India. Resende et al. (2019b) examined over 400 public political groups in Brazil, focusing on image-based misinformation dissemination. Melo et al. (2019a) develop a system that gathers and processes data from 1.1K public groups in Brazil and India, allowing users to explore the most shared content through a Web interface. In subsequent work, Melo et al. (2019b) investigates the impact of message forwarding limits on the spread of messages in WhatsApp public groups. (Bursztyn and Birnbaum 2019; Machado et al. 2019; Resende et al. 2019a; Caetano et al. 2019) employed online repositories of public WhatsApp groups to engage in political discussions and analyze misinformation circulating within these groups.

Some studies, like Abu-Salma et al. (2017), examine security and privacy features in Telegram. They discover that despite users feeling secure, the app provides limited security benefits, with many using the less secure default chat
Our work highlights the prevalence and gravity of these attacks, identifying that they are not rare in Brazilian political WhatsApp groups. Additionally, our qualitative analysis highlights that a significant portion of these attacks contains harmful content, such as hateful or offensive stickers, as well as overly long messages to disrupt WhatsApp’s regular operation on users’ phones. Taken together, these findings show that these attacks are an important problem, and our work has the potential to raise awareness about these attacks among both WhatsApp users and operators of messaging platforms. For WhatsApp users, raising awareness of these attacks is important as it allows them to be more prepared when the attack is underway and try to protect themselves. For messaging platforms, our work and findings can be used to raise awareness about how these attacks are performed on their platforms, which is vital for designing effective moderation tools.

Need for timely moderation. Our work highlights the necessity for moderation tools to quickly and effectively moderate such attacks. Messaging platform operators can utilize our framework and data analysis pipeline to develop tools for detecting and preventing such attacks from impacting other WhatsApp users. For instance, platforms like WhatsApp can introduce throttling mechanisms to prevent users from sharing the same message in a short period or impose message length restrictions to prevent attackers from sending long messages that could slow down other users’ phones. Also, our work emphasizes the need to have tools to detect harmful content (e.g., disgusting or hateful content), which we have observed to constitute an essential aspect of these attacks. For instance, platforms may introduce classifiers to detect and prevent the addition of hateful stickers by attackers. Overall, research is needed on deploying these moderation tools in end-to-end encrypted environments like those found in modern messaging platforms such as WhatsApp.
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