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Abstract

Online messaging platforms are key communication tools,
but are vulnerable to fake news and conspiracy theories.
Mainstream platforms such as Facebook are increasing con-
tent moderation of harmful and conspiratorial content. In re-
sponse, users from fringe communities are migrating to alter-
native platforms like Telegram. These platforms offer more
freedom and less intervention. Currently, Telegram is one
of the leading messaging platforms hosting fringe communi-
ties. Despite the popularity, as a research community, we lack
knowledge of how content spreads over this network. Moti-
vated by the importance and impact of messaging platforms
on society, we aim to measure the information propagation
within fringe communities on the Telegram network, focusing
on how public groups and channels exchange messages. We
collect and explore about 140 million messages from 9,000
channels and groups on Telegram. We examine message for-
warding and the lifetime of the messages from different as-
pects. Among other things, we find inequality in content cre-
ation; 6% of the users are responsible for 90% of forwarded
messages. We also discover that while the forwarding con-
siderably amplifies the reach of messages, the spread of con-
tent within our dataset remains largely localized. Addition-
ally, we find that 5% of the channels are responsible for 40%
of the forwarded messages in the entire dataset. Finally, our
lifetime analysis shows that messages disseminated in groups
with numerous active users exhibit significantly longer lifes-
pans compared to those circulated in channels.

Introduction
The advancement of online messaging platforms has facil-
itated a transition in our mode of communication toward a
predominantly digital environment. These platforms have a
huge user base and are often the main way for people to con-
nect with friends and family, remain updated on daily news,
and organize social movements. At the same time, they be-
came a place for misinformation campaigns, extremism, and
conspiracy theories. To combat the undesirable content cir-
culating within their networks, most of the mainstream plat-
forms implemented moderation tools to prevent this.

Although mainstream platforms such as Facebook, Twit-
ter, and Instagram continue to host a significant portion of
online content, numerous alternative online platforms have
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emerged. These platforms offer a “safe space for discus-
sion”, free from the intervention of major technology com-
panies. Some platforms emerge primarily to accommodate
users who have been suspended from other social networks
for violating their terms of service, such as Gab (Zannet-
tou et al. 2018; Lima et al. 2018), Parler (Aliapoulios et al.
2021), and BitChute (Trujillo et al. 2020). Along with these
alternatives, especially with the use of smartphones, instant
messaging platforms have gained more and more space in
this environment (Hoseini et al. 2020). These messaging
platforms, such as Telegram, WhatsApp, WeChat, Discord,
etc., allow users to quickly chat with their contacts in a pri-
vate and secure channel while also enabling group commu-
nication. Some of those apps have gained special attention
recently, given their influence in events around the globe,
such as the spreading of misinformation about the COVID-
19 pandemic (Londoño 2021), fake news campaigns in polit-
ical elections (Resende et al. 2019a), and even the influence
of the Russian-Ukrainian war (Stokel-Walker 2022).

One of the primary messaging services is Telegram.
Launched in 2013, Telegram is nowadays a messaging plat-
form with approximately 700 million users (Leong 2020)
and is vastly used worldwide. It provides users with vari-
ous communication tools, including audio and video calls
and multimedia messages with text, images, audio, videos,
stickers, and URLs. Chats on this platform are structured
in a one-to-one format with direct personal chats between
two users but also allow one-to-many communication with
channels and many-to-many with group chats. These groups
and channels in Telegram can have millions of members, and
users can share an invite link for other users to join and par-
ticipate in the chats. This creates a rich network within the
platform, connecting millions of users and favoring informa-
tion propagation across groups and users.

Traditional media, businesses, and public figures use Tele-
gram to officially publish news, share ideas, and promote
products and services. At the same time, due to its popular-
ity and lack of moderation, this platform is frequently ex-
ploited by malicious actors. They use it to perpetrate scams,
disseminate conspiracy theories and misinformation cam-
paigns, and serve as a stronghold for spreading hate speech
and other harmful content (Urman and Katz 2022; Guhl and
Davey 2020; Hou, Wang, and Wang 2022).

Despite the popularity of messaging platforms, as a re-
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search community, we lack knowledge of how content
spreads over this network. Since the architecture of instant
messaging services differs from the traditional social net-
works, consisting of chats, groups, and channels, it has dis-
tinctive patterns of sharing messages and propagating con-
tent (Melo et al. 2019). As instant messaging services have
been increasingly used in our daily lives, serving both as
communication tools and information sources, it has become
more necessary to understand the processes and mecha-
nisms behind the information that reaches millions of users’
phones through these platforms with such an impact on so-
ciety. Motivated by the importance and impact of these mes-
saging platforms on society, in this study, we aim to measure
the information propagation within the Telegram network,
focusing on how public groups and channels exchange mes-
sages, focusing on forwarded content shared between them.
Notably, we want to understand the reach of information
posted on Telegram and the communication structure in such
a closed environment. We aim to answer the following re-
search questions:
• RQ1: How is forwarding used on Telegram? Is a small

number of users responsible for sharing/forwarding a
large number of messages?

• RQ2: What is the lifetime of content shared on Tele-
gram? Does content persist for a long time on Telegram?

To answer these questions, we first create an extensive
data collection of about 140 million messages sent in groups
and channels on Telegram. The groups and channels are dis-
covered by collecting public posts, including Telegram links
from Facebook and Twitter. Using this large corpus of data
to understand the dynamics and propagation of information,
we analyze the dataset across different aspects. First, we an-
alyze the difference in information propagation in channels
and groups, which are two types of communication in Tele-
gram. Then, we investigate the behavior of different types
of messages, such as URLs, regular messages, forwarded
messages, and direct messages. Also, we analyze the user’s
specific activity and the different categories of URLs of the
messages scattered in the channels and groups. Finally, we
analyze the content of the messages by performing toxicity
and sentiment analysis, aiming to identify differences in the
lifespan/forwarding patterns of toxic vs. non-toxic messages
and positive vs. negative messages.
Main Findings. Among other things, we find:
• We find that 6% of the users are responsible for 90% of

forwarded messages. We observed a disparity in content
creation on Telegram, with a small fraction of users sig-
nificantly influencing discourse. This observation under-
scores the necessity for user-specific moderation inter-
ventions to prevent a limited number of users from dis-
seminating a large volume of potentially harmful infor-
mation within the Telegram network.

• We observe a significant variation in the dynamics of in-
formation dissemination between groups and channels
on Telegram. Our findings indicate that groups receive
a larger proportion of forwarded messages compared to
channels. Concurrently, messages originating from chan-
nels are more likely to be forwarded than those from
groups. This suggests that channels predominantly func-

tion as the source of forwarded messages.
• Approximately 35% of the forwarded messages con-

tain URLs, and over half of these URLs originate from
news sources and two prominent social media platforms:
“YouTube” and “Twitter”.

• Our findings indicate that regular messages without
URLs exhibit a longer lifespan than messages containing
URLs, with the former lasting on average twice as long.
Among messages with URLs, those referring to text mes-
saging platforms demonstrate the greatest longevity.

• Our analysis reveals that toxic messages and messages
characterized by emotional extremity, whether positive
or negative, have a longer lifespan compared to non-toxic
and neutral messages, respectively.

• We find that despite messages being distributed locally,
the forwarding feature significantly extends their reach.

Background & Related Work
The propagation of information has been an increasingly de-
bated subject, mainly due to the popularity of online plat-
forms, which allow people to be reached very quickly. Re-
cent studies focus on the dissemination of information in so-
cial media platforms such as Tiktok, Twitter, and Facebook
(Ostrovsky and Chen 2020; Choi et al. 2020). They demon-
strate how online media can quickly disseminate informa-
tion, making this environment vulnerable to misinformation,
rumors, and fake news (Vosoughi, Roy, and Aral 2018).

Regarding messaging platforms, Resende et al. (2019b)
show that WhatsApp’s structure of groups and chats is
similar to other mainstream social networks, with a well-
connected network with paths that enable messages to travel
between groups and users. Melo et al. (2019) study the vir-
tualization of messages on WhatsApp. They investigate how
messages spread through WhatsApp and highlight the epi-
demic process that makes messages go viral within this plat-
form, showing that limits imposed by the system are not
enough to prevent misinformation dissemination.

Furthermore, instant messaging platforms have drawn at-
tention due to the prevalence of abuses within them, in-
cluding the spread of fake news and harmful content. On
WhatsApp, rumors and false stories shared on WhatsApp
lead to lynchings and violent acts in India (Arun 2019; Va-
sudeva and Barkdull 2020). In parallel to the pandemic of
COVID-19, an infodemic was also running within the app,
in which a huge volume of health misinformation about the
disease, against the vaccine, and with ineffective treatments
against COVID-19 flooded the chats of users around the
globe (Malhotra 2020). Studies from various regions such
as Pakistan (Javed et al. 2022), Spain (Elias and Catalan-
Matamoros 2020), Zimbabwe (Bowles, Larreguy, and Liu
2020), Brazil (Forte Martins et al. 2021), UK (Vijaykumar
et al. 2021), and India (Varanasi, Pal, and Vashistha 2022)
raise concerns regarding misinformation about COVID-19
on messaging platforms, indicating its status as a global is-
sue. Misinformation campaigns circulating on these messag-
ing services are also pointed to have an important role of in-
terference in the democratic process of elections in countries
in which those platforms have a large user base, including in
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Nigeria (Cheeseman et al. 2020; Hitchen et al. 2019), in In-
dia (Reis et al. 2020; Kazemi et al. 2022), in Brazil (Resende
et al. 2019b,a), and related to the American elections with
and the Capitol riot in January 2021 (Solopova, Scheffler,
and Popa-Wyatt 2021). Moreover, on Telegram, users create
groups for conspiracy theories such as Qanon that mobilize
users within networks beyond countries’ limits and reach a
global scale (Hoseini et al. 2023; Peeters and Willaert 2022).

Still related to extremism in this cyberspace, Guhl and
Davey (2020) discuss that Telegram’s lenient content mod-
eration policies could serve as a safe space for white
supremacists to disseminate and deliberate on extremist
and hateful content. They analyze one million posts across
208 channels that disseminate white supremacist mate-
rial, revealing endorsements for terrorism in 125 of them.
Solopova, Scheffler, and Popa-Wyatt (2021) investigate on-
line harms on Telegram, building an annotated dataset for
hate speech and offensive language from a channel of Don-
ald Trump supporters, Walther and McCoy (2021) suggest
that these platforms are progressively serving as channels
for disseminating hate speech and extremist violence.

Telegram has also gained considerable attention for be-
ing used by jihadist groups such as ISIS. A 2019 work
on online extremism (Clifford and Powell 2019) investigate
636 Telegram pro-Islamic State channels containing English
propaganda, finding these groups exploit the Telegram en-
crypted environment to attract sympathizers and promoters
of terrorist content. There are a bunch of studies that focus
on exploring the way terrorist groups such as ISIS lever-
age Telegram’s encrypted environment (Prucha 2016; Yayla
and Speckhard 2017; Shehabat, Mitew, and Alzoubi 2017).
These groups harness the capabilities of the Telegram plat-
form for communication, the dissemination of propaganda,
and potentially for the recruitment of new affiliates.

Another issue regarding these platforms, in particular
Telegram and Discord, is that they are also commonly used
for the practice of diverse forms of digital scams (La Mor-
gia et al. 2021). Especially, a vast range of cryptocurrency
schemes to steal digital activities from users to pump-and-
dump manipulation (Hamrick et al. 2021; Andryukhin 2019;
Morgia et al. 2022; Gao et al. 2021; Nizzoli et al. 2020; Mir-
taheri et al. 2021). The architecture of these messaging plat-
forms facilitates such abuses by providing a private, secure,
and anonymous environment for cybercriminals to interact
with their customers in underground markets (Hou, Wang,
and Wang 2022). These platforms often offer illicit products
and services, drawing their targets to this unmoderated and
closed environment (Kansaon, Melo, and Benevenuto 2022).
Some authors suggest that within these platforms, a hidden
underground space thrives, characterized by fakes, extrem-
ism, scams, and conspiracies, coexisting alongside regular
user activity (Urman and Katz 2022; La Morgia et al. 2021).

There are also other issues with the usage of Telegram in
other countries. Nikkah et al. (Nikkhah, Miller, and Young
2018) examine Telegram usage among Iranian immigrants,
specifically inspecting the moderation mechanisms within
these Telegram communities. Hashemi et al. (Hashemi and
Chahooki 2019) undertake an extensive evaluation of 900k
Iranian channels and 300k Iranian groups, aiming to cate-

gorize them based on quality, distinguishing between high-
quality channels, such as those related to business, and low-
quality channels, for instance, those dedicated to dating.

Towards a more panoramic view and characterization of
Telegram, some previous work focuses on collecting large-
scale data from Telegram and studying emerging research
problems. Hoseini et al. (2023) perform a large-scale collec-
tion on Twitter of invite links for public groups from Tele-
gram, WhatsApp, and Discord, analyzing more than 350K
groups from those platforms and the peculiar characteristics
of each one. They also discuss privacy flaws of the public
groups advertised online. Dargahi Nobari, Reshadatmand,
and Neshati (2017) collect data from 2,600 Telegram group-
s/channels, conducting a structural review of the posted con-
tent within these communities. Abu-Salma et al. (2017) ex-
ecute a user-based study to gauge perceptions surrounding
Telegram’s security measures. Naseri and Zamani (2019) in-
vestigate news dissemination via Telegram, aggregating data
from five official channels utilized by media outlets.

Research Gap. Social media and private messaging apps,
such as Telegram are widely used by people to share infor-
mation and become a key source of information propagation
about different events. Considering high engagement and
millions of daily users on these platforms, there is a need to
understand the dynamics of these platforms and how infor-
mation is created and propagated in this ecosystem. Recent
studies focus on the dissemination and propagation dynam-
ics of information in mainstream social media. However, de-
spite its growing popularity, alternative cyberspaces such as
Telegram have received relatively less attention in academic
research, and we know little about the propagation of infor-
mation in this ecosystem. In this work, we analyze the prop-
agation of information among Telegram groups and chan-
nels to provide a better understanding of how information
spreads in a large-scale ecosystem.

Data Collection
Instant messaging platforms present peculiar characteristics
that pose unique challenges for studying them. The enclosed
structure of these platforms in public and personal chats
requires some strategies to find and collect data. First of
all, there are two types of chat or communication environ-
ments on Telegram: channels and groups. In groups, there
exists many-to-many communication among users, and each
user can send messages. In channels, there is one-to-many
communication or broadcast that the admin of the channel
can send messages, and the other members are only able to
read the messages. For both scenarios, administrators can
make their chats public by sharing an invite link with other
users or posting it online for others to join and participate
in the discussion. Additionally, users of a chat can share
messages with other chats by redirecting content through
the forwarding feature. This flow of messages creates an in-
terconnected network within Telegram, enabling large-scale
information propagation through those apparently detached
chats, spreading content throughout the whole network.

The first step for researchers who study phenomena in in-
stant messaging or community-based social network plat-
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forms is to discover related and public groups to collect
data from them. However, it is not a trivial task as there
is no vantage point to find related groups. For this work,
we gather data from QAnon communities within Telegram,
since this has been shown to be a growing topic within this
platform (Pasquetto et al. 2022) that exchanges messages on
a global scale through hundreds of groups and channels ded-
icated to discussion of these conspiracy theories (Hoseini
et al. 2023). Therefore, to build a large-scale data set of
shared messages on Telegram, we use data of groups and
channels made available by the study from Hoseini et al.
(2023) as a starter point and expand it. The dataset comprises
161 Telegram public chats related to the QAnon movement
from different countries. These chats were collected and fil-
tered from an extended web search for public invite URLs
posted by users on their social networks (i.e., Facebook and
Twitter) between April and October 2020. We expand this
dataset by discovering new chats based on messages for-
warded from our initial set of chats. Specifically, we:
Collect groups metadata. Using Telegram’s Web client,
we obtain metadata of the chats from corresponding invite
URLs including: a) Chats’ title; b) Description; c) Number
of members; and d) Messages sent within each chat.
Extract sources of the messages. As many messages within
the chats consist of forwarded content from various sources,
including channels, groups, and individual users, they con-
tain an identifier indicating the original source of the mes-
sage. Then, we extract the identifiers of all sources of the for-
warded messages from the set of 161 QAnon-related chats.
With this step, we identify 40,000 new sources, significantly
expanding our initial data. Furthermore, all these sources are
related to the original set of chats because forwarded mes-
sages from them are shared within the chats we initially col-
lected. This relationship is crucial for our study’s investiga-
tion into information propagation within this ecosystem.
Collect messages of the groups. Next, using the Telegram
API, we try to collect messages from the sources. It is not
possible to collect messages from all of the sources since,
among them, there are private chats, user accounts, and chats
that are not accessible anymore. Finally, the messages from
9,139 public chats are collected in our dataset (see Table 1).
Limitations. Our dataset has important limitations. First, we
are unable to assess the representativeness of our dataset
because extracting a random sample of chats from Tele-
gram is not feasible. Consequently, we rely on Telegram
chats shared on platforms like Twitter and Facebook and
expand our dataset using forwarded messages. Second, our
initial seed of chats is related to a fringe movement, namely
QAnon, thus, our dataset is likely to be biased towards chats
involved in the dissemination of fringe ideologies. It is pos-
sible that our snowballing method for data collection could
have identified groups/channels similar to our initial seed
set. Due to this, we acknowledge that our findings apply to
these particular fringe communities and probably cannot be
generalized to the entire Telegram network. We believe that
this is an inherent limitation that exists in almost all the stud-
ies focusing on messaging platforms like Telegram, mainly
because there is no vantage point to obtain holistic or repre-

Chat Type #Chats #Senders #Messages #Forwarded
messages

Channels 7,669 7,669 51,516,609 19,334,687
Groups 1,355 2,201,374 86,884,730 20,570,197
Total 9,024 2,209,036 138,401,339 39,904,884

Table 1: Overview of our Telegram data set.

sentative samples of Telegram chats. Additionally, since we
collect messages after joining the groups/channels, we miss
messages that have already been deleted by the users. Never-
theless, we can confirm that by expanding the dataset based
on forwarded messages, we collect a large amount of data
that includes many mainstream chats.
Ethical considerations. Standard ethical guidelines (Rivers
and Lewis 2014) are respected in dealing with the gathered
data during this project. Also, the ethical review board of
our institute has checked and approved our data collection
and analysis. Note, that all data obtained during this project,
tweets, Facebook posts, invite URLs, and messages of the
Telegram chats, are publicly available data, and none of the
users of the above-mentioned platforms is de-anonymized.

Results
Forwarding
Users on the Telegram platform are provided with the ”For-
warding” feature. They can forward messages to other pri-
vate chats, groups, or channels. Forwarded messages can be
forwarded again by any user who has access to the messages.
This way, messages can propagate and go viral throughout
the entire Telegram platform. Here, we perform an analysis
to get a better understanding of how messages get forwarded
and spread through our dataset. Before describing our anal-
ysis, we will define some key terms:
• Forwarded message: Any message in a chat that is for-

warded into the chat using the ”Forwarding” feature.
• Direct message: Any message which is not a forwarded

message.
• Original message: If direct message A is forwarded into

a chat as message B and message B is forwarded into
a chat as message C, A is the original message for for-
warded messages B and C.

• Source chat: In the above example, the chat in which
message A is shared is the source chat of forwarded mes-
sages B and C.

• Internal source chat: A source chat that is included in our
dataset.

Forwarded messages vs. direct messages. According to
Table 1, about 40 million messages (one-third of all mes-
sages) in the dataset are forwarded messages. Since we have
the ID number of the original source chat for each forwarded
message in our dataset, we check if there is any match be-
tween these ID numbers and the ID numbers of the 9,000
chats in our dataset. We find the original source chats of
25 million (63% of all 40 million) forwarded messages in
our dataset. The forwarded messages originate from 454,980
unique source chats, and we find 7,894 of these source chats
in our dataset. These 7,894 chats are the original source
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Figure 1: CCDF of the percentage of forwarded messages in
the channels and groups.

chats of 63% of all forwarded messages. This implies that
our dataset is mostly fed by its own sources and we have a
big community of chats highly connected to each other.
Channels vs. groups. We observe different forwarding be-
haviors inside the groups and channels. The Complementary
Cumulative Distribution Function (CCDF) of the percent-
age of forwarded messages within the channels and groups
is shown in Fig. 1. We observe that messages get forwarded
more in groups than in channels. While in half of the chan-
nels, less than 20% of the messages are forwarded messages,
in half of the groups more than 40% of the messages are for-
warded messages. This shows that the groups play more of
the role of consumers of the messages originally created in
the other sources.

The 7,894 source chats we find in our dataset consist of
7,346 channels (96% of all channels in the dataset) and 548
groups (40% of all groups in the dataset). We find the orig-
inal source messages of about 25 million forwarded mes-
sages in our dataset. The original messages of 44,000 for-
warded messages are found in the groups and the rest (about
25 million) are found in the channels. This shows that al-
though the number of channels is more than five times
the number of the groups, the number of forwarded mes-
sages in the dataset that are fed from the channels is more
than 500 times the number of forwarded messages fed from
the groups. This means that the channels have the role of
producer of the forwarded messages much bigger than the
groups. After finding the original messages of the forwarded
messages in the dataset, we map the number of forwarded
messages corresponding to these original messages for each
chat. In this way, we find out each chat how many forwarded
messages are responsible. We also imply to which extent the
messages of each chat get spread in the entire dataset. Fig. 2
shows the CCDF of the number of forwarded messages that
each chat is responsible for producing the corresponding
original messages. We observe that 60% of the groups do not
produce any original message of the forwarded messages.
This implies that messages created in the groups don’t get
forwarded to the other chats at a high rate. On the other hand,
the channels in the dataset have a great influence on other
chats in the sense that their messages get spread widely in
other communities. We extract top active channels in orig-
inating forwarded messages. The top 5% of these channels
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Figure 2: CCDF of the number of forwarded messages orig-
inally produced in the channels and groups.
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Figure 3: CCDF of the number of forwarded messages
shared by each active user.

are responsible for producing the original messages of 40%
of all forwarded messages in the dataset. These top active
channels are leading the content shared inside the dataset.
Users of the content. As channels work as broadcast com-
munication and users are not able to share messages, we
analyze the role of users only for the groups. We do not
have access to the number of users in each group, but the
sender of the messages. Inside all of the groups, there are
2 million unique users who have sent at least one message,
and 225,000 of them have forwarded at least one message.
Fig. 3 shows the number of forwarded messages by each
user. About 30% of the users who contribute to forward-
ing messages, forward only one single message. Meanwhile,
about 90% of them forward less than 100 messages. How-
ever, there are extremely active users with several thousands
of forwarded messages.

To study further the user-specific forwarding behavior, in
Fig. 4, we plot what percentage of users are responsible for
what percentage of forwarded messages in our dataset. We
observe that 6% of the senders are responsible for forward-
ing 90% of the forwarded messages. When considering di-
rect messages, we find that 18% of the senders are responsi-
ble for sharing 90% of the direct messages inside the groups,
which indicates that the user-specific behavior is more con-
centrated to a small number of users for forwarding mes-
sages compared to direct messages.
URLs vs. regular messages. On messaging platforms, it is
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Figure 4: The percentage of forwarded and direct messages
for which a percentage of senders is responsible.

common among users to share URLs pointing to pieces of
information instead of sharing that information inside the
chats. Motivated by this, here we study the use and forward-
ing of messages that include URLs. We find a considerable
number of URLs among text messages in our dataset. While
19% of direct messages include at least one URL in their
text, 35% of forwarded messages contain URLs. This indi-
cates that users tend to forward messages with URLs more
than regular messages without a URL. We can also imply
that messages with URLs have a higher chance of getting
forwarded. The users try to spread the content linking to
these URLs among several communities on Telegram. The
topics of these URLs show the types of content users try
to spread among communities. To know about the type of
URLs, we try to extract the categories of the URLs.

URL categories. There are about 4 million URLs within the
forwarded messages. We resolve the URLs to obtain their
long version and then extract the domain for each one of
them. Then the category of each domain is extracted us-
ing the Virus Total URL categorization API. Fig. 5 shows
the percentage of top URL categories in forwarded and all
URLs. The most common category is “News and Media”
with 25%, followed by “Youtube” and “Twitter” with 19%
and 9% of forwarded URLs respectively. These results con-
firm the findings in (Grindrod and Bovet 2022), as they
found that URLs linking to “Youtube” and “Twitter” are the
most shared URLs in upstream group chats. This shows that
users tend to spread the news among the chats. Also, the con-
nection between the chats in our dataset and two well-known
platforms, “Youtube” and “Twitter” is indicated.

Toxicity. To evaluate the toxicity level of the content within
our dataset, we employ Google’s Perspective API (Perspec-
tive API 2018) to annotate each text message. We adopt the
SEVERE TOXICITY model, as recommended in Ribeiro
et al. (2021), to assign a toxicity score to each message.
This score serves as a numerical representation of the com-
ment’s degree of rudeness or disrespectfulness. We chose to
utilize Perspective API for annotation because the API pro-
vides models that are production-ready and multilingual. As
of August 2023, Perspective API supports annotation in 18
languages, enabling us to analyze text messages in diverse
languages. This coverage is particularly beneficial, as it cov-
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Figure 5: Percentage of top 10 URL categories in our
dataset.

ers 96% of the text messages—each containing a minimum
of five words—in our dataset. It is important to note that the
use of Perspective API for toxicity assessment is not without
limitations. In particular, the API has the potential to yield
false positives and may also be subject to biases (Davidson,
Bhattacharya, and Weber 2019). In our dataset, the occur-
rence of toxic messages is low for both forwarded and direct
messages, 1.5% and 1.9%, respectively. These proportions
suggest that toxicity is not a significant factor affecting for-
warding behavior.
Sentiment. We perform sentiment analysis to determine
if the emotional tone of a text message is positive, neg-
ative, or neutral. For this analysis, we employ a machine
learning approach for the sentiment analysis of text mes-
sages presented in (Loureiro et al. 2022). Specifically, we
utilize a pre-trained RoBERTa model fine-tuned for Twit-
ter sentiment analysis. The model, identified by the han-
dle “cardiffnlp/twitter-roberta-base-sentiment-latest” is ac-
cessed through the Hugging Face Transformers library. The
text messages are processed using a sentiment analysis
pipeline. This pipeline streamlines the application of the pre-
trained model to our dataset. Sentiment labels and associated
confidence scores are automatically generated for each text
entry. We also subject our sentiment analysis methodology
to validation. The method is applied to a randomly selected
subset of 100 text messages. The outputs are subsequently
compared against manual annotations for this sample. This
validation yields an accuracy rate of 84%. Based on the re-
sults, among the forwarded messages, the sentiment is dis-
tributed as follows: 15% positive, 34% negative, and 51%
neutral. On the other hand, for direct messages, the senti-
ment distribution is 16% positive, 42% negative, and 42%
neutral. The frequency of positive sentiment is almost equal
in both categories of messages. This suggests that the ten-
dency to forward a message is not influenced by its positive
sentiment. However, a meaningful difference exists in the
negative sentiment category. The percentage of negative sen-
timent (42%) in direct messages is substantially higher than
the percentage of negative sentiment (42%) in forwarded
messages (34%). This indicates that messages with negative
sentiment are less likely to be forwarded.
Message Reach. We define the “reach” of a message as the
total number of chats where the message has been shared.
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Figure 6: CCDF of the reach for forwarded/direct messages.

We aim to examine the role of forwarding behavior in influ-
encing this reach. To do this, we conduct an analysis com-
paring the reach of forwarded messages to direct messages
within our dataset. Fig. 6 presents the CCDF for both for-
warded and direct messages. Our statistical analysis using
the Kolmogorov-Smirnov test demonstrates a significant dif-
ference between the distribution of reach for forwarded and
direct messages. This indicates that forwarding behavior ef-
fectively extends the reach of messages. While forwarded
messages generally exhibit higher reach values, both for-
warded and direct messages typically have a relatively low
rate of reach in our dataset. This implies that messages in
our dataset are not broadly viral; instead, they appear to be
shared within a localized network of chats.

Remarks. About 29% of all messages shared inside the
dataset are forwarded messages. This shows a strong con-
nection between the content shared in different chats. The
original messages of 63% of forwarded messages are pro-
duced by the chats in the dataset. This indicates that in
our dataset, we have an interconnected network in which
chats frequently produce and consume each other’s mes-
sages. 35% of the forwarded messages contain URLs which
are mostly from news sources and two well-known plat-
forms namely “Youtube” and ”Twitter”. 28% of all of the
forwarded URLs are links from “Youtube” and “Twitter”.
The channels and groups have different manners of consum-
ing and producing forwarded messages. While the groups
have more of the role of a consumer of the forwarded mes-
sages, the channels have more of the role of producer of
forwarded messages. The activities of the users differ mas-
sively. Although there are a lot of users with very low levels
of activity, 6% of users are super active and are responsi-
ble for forwarding about 90% of forwarded messages into
the groups. While the level of toxicity in messages does not
significantly influence forwarding behavior, messages with
a negative emotional tone exhibit a lower forwarding rate
compared to direct messages. The forwarding feature sig-
nificantly expands the reach of messages, even though they
mainly circulate locally.
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Figure 7: CCDF of the lifetime of each repeated text mes-
sage for forwarded and direct ones.

Life Span
There are text messages that are repeated throughout the en-
tire dataset. From 138 million messages in our dataset, 115
million are text messages. Out of these 115 million text mes-
sages, 10 million are unique text messages shared more than
once in our dataset, appearing in 53 million messages over-
all. To enhance the quality of our analysis, we exclude text
messages composed of fewer than 5 words. We establish the
criterion of excluding messages with fewer than five words
after an initial examination of our sample set revealed a high
frequency of short messages. These messages, often consist-
ing of phrases such as ’yes,’ ’hi,’ and ’thanks,’ typically lack
substantial content. To validate this approach, we investi-
gate two subsets: 50 random and 50 frequent five-word mes-
sages. After manual annotation, 83% are considered mean-
ingful, supporting our decision to focus on messages with
at least five words for insightful analysis. Finally, we ob-
serve 8,640,142 unique text messages containing more than
4 words and shared more than once in our dataset. These
text messages appeared in 39,733,986 messages in total. For
repeated text messages, we define the lifetime as the time in-
terval between their first and last appearances in our dataset.
Note that repeated text messages mean the exact match be-
tween the entire string patterns of different messages. We
calculate the lifetime of a message as the time difference be-
tween the first and the last appearance of the message in our
dataset. We investigate how long messages from different
aspects continue to be shared in our dataset.

Forwarded messages vs. direct messages. There are about
3.7 million unique forwarded messages while there are about
4.9 million unique direct messages with more than one ap-
pearance in our dataset. About 4% of unique direct text mes-
sages and 40% of unique forwarded text messages appear
more than once in the dataset. This shows that forwarded
text messages get repeated much more than direct text mes-
sages. Fig. 7 shows the lifetime of the forwarded and direct
text messages. Running a two-sample Kolmogorov-Smirnov
test discloses significant differences between the two distri-
butions (p < 0.01). Overall, direct text messages that ap-
pear more than once last longer than repeated forwarded
messages. We can infer that based on our findings, com-
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Figure 8: The CCDF of the lifetime of each repeated piece
of text shared in the channels, groups, and both.

pared to direct messages, forwarded messages get repeated
more frequently but in shorter time intervals. This observa-
tion suggests that the forwarding mechanism predominantly
influences messages of immediate relevance or high pop-
ularity, similar to trending news. However, these messages
also seem to have a shorter lifespan, potentially fading from
discourse more quickly as they are replaced by newer topics.

Channels vs. groups. In this part, we evaluate and com-
pare the lifetime of the messages shared inside the groups
and channels. We aim to investigate the disparities in mes-
sage lifetimes between the two distinct environments, char-
acterized by differing numbers of users capable of sharing
messages. Out of 9,895,811 unique text entries, 1,654,780
are found only in channels, 1,875,935 are shared solely in
groups, and 6,365,096 are observed in both channels and
groups. Fig. 8 shows the lifetime of the messages shared in
the groups, channels, and both sets. We observe that about
6%, 8%, and 40% of the messages shared in both, only in
the channels, and only in the groups respectively have a life-
time longer than one month. A two-sample Kolmogorov-
Smirnov test also confirms that the distributions of the life-
time of the messages shared in groups and channels are
significantly different (p < 0.01). Based on the statistics,
text messages disseminated exclusively within groups ex-
hibit longer lifetimes compared to those distributed solely
in channels. On average, messages disseminated exclusively
within groups last for 105 days, whereas those shared solely
in channels persist for an average of 17 days. This shows
that messages that are shared solely in the groups have a
significantly higher chance of living longer than the ones
shared in the channels. One plausible explanation for this
phenomenon may be the group’s structure, where every user
has the capability of sharing messages. This larger set of po-
tential senders inherently increases the likelihood of mes-
sages being shared again.

URLs vs. regular messages. Another factor that may im-
pact the lifetime of messages is the inclusion of URLs within
the message content. There are 3.7 million messages that ap-
pear more than once in our dataset and contain no URL. On
the other hand, our dataset includes approximately 4.9 mil-
lion messages that contain at least one URL and appear more
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Figure 9: The CCDF of the lifetime of messages containing
URLs and regular messages without URLs.
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Figure 10: The CCDF of the lifetime of the URLs in the top
5 categories.

than once. On average, regular messages with no URLs have
a lifespan of 16 days, while those containing URLs persist
for an average of 9 days. Fig. 9 shows the CCDF of the
lifetime of the text messages with and without URLs. We
perform a two-sample Kolmogorov-Smirnov test on the two
distributions. The result shows statistically significant differ-
ences between the lifetime of the text messages containing
at least one URL and regular messages without any URL
(p < 0.01). Our evaluation shows that regular messages last
longer than messages with URLs.
URL categories. There are 4,418,985 URLs which are ap-
peared in our dataset more than once. Depending on the cat-
egories and topics of the URLs, users may exhibit differ-
ent behaviors regarding their dissemination inside the chats.
We aim to investigate how the categories of URLs impact
their lifespans and to determine which categories users are
more inclined to continue sharing. Based on the appearance
of the URLs, we calculate the lifetime for the URLs in the
top 5 categories. Fig. 10 shows the CCDF of the lifetime
for the URLs with each one of the top 5 categories. On av-
erage, URLs with categories of “Text messaging”, “Infor-
mation technology”, “Youtube”, “Twitter”, and “News and
media” have a lifespan of 54 days, 40 days, 33 days, 8
days, and 7 days respectively. We observe that the URLs
with the “News and Media” category have the shortest life-
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Figure 12: The CCDF of the lifetime of the messages with
different sentiments.

times. About 40% of these URLs only last a few minutes.
One possible reason could be the time-sensitive nature of
news-related URLs. Their relevance decreases quickly and
they rapidly fade away due to the emergence of newer sto-
ries or events. On the other hand, URLs with the “Text Mes-
saging” category, which refers to text and media messag-
ing platforms such as Telegram, have the longest lifetimes
followed by the “IT” related URLs. We may imply that as
URLs referring to text messaging platforms are circulating
in other communities they have more chance to be shared
again and live longer.
Toxicity. Fig. 11 shows the lifetime distribution of both
toxic and non-toxic messages within the dataset. The re-
sult of a Kolmogorov-Smirnov test shows a significant dif-
ference between the two distributions (p < 0.01). Interest-
ingly, toxic messages persist within chat environments for
slightly longer than non-toxic messages. This observation is
noteworthy, as one might expect that toxic messages vanish
more quickly; however, our data suggest otherwise.
Sentiment. To further understand the dynamics of message
longevity based on their sentiment, we examine the lifes-
pan of messages categorized by different sentiments. Fig. 12
indicates relationships between the emotional tone of mes-
sages and their lifetime. We run the Kolmogorov-Smirnov
test for each pair of the distribution of three categories of

sentiment. Although the P value for all of them is lower than
0.01, the “P value” and “statistic” for the lifetime of positive
and negative messages are substantially lower than the other
two pairs. The results indicate that messages with emotional
extremity—either positive or negative—demonstrate signif-
icantly longer lifespans within chat environments compared
to those that are emotionally neutral. This suggests that emo-
tionally charged content, irrespective of its positive or neg-
ative orientation, tends to last longer within the discussions
of the chats.
Remarks. 4% of direct text messages and 40% of for-
warded text messages appeared more than once showing a
significantly higher repetition rate among forwarded mes-
sages. Although forwarded messages get repeated much
more frequently than direct messages, they tend to vanish
more quickly compared to repeated direct messages. Upon
comparing the lifetime of messages shared in different chat
types, we observe that messages disseminated solely within
groups exhibit a remarkably longer lifespan than those dis-
tributed only within channels. More specifically, messages
shared only in groups have an average lifetime of 105 days
while messages shared only in channels have an average life-
time of 17 days. Regular messages without URLs last longer
than messages containing URLs. Regular messages, on av-
erage, have a lifespan that is twice as long as messages con-
taining URLs. Among all of these URLs, the ones referring
to messaging platforms last longer than other types of URLs
while news-related URLs fade away more quickly than the
others. More specifically, URLs with the “Text messaging”
category exhibit the most extensive lifespans, enduring an
average of 54 days. In contrast, URLs with the “News and
media” category possess the shortest lifespans, enduring an
average of 7 days. Messages that are toxic or exhibit extreme
emotions tend to last longer compared to those that are non-
toxic and emotionally neutral.

Case Studies
After examining various aspects of the messages, in this
section, we analyze five representative messages from our
dataset to provide further insights into the internal dynamics
of the network. Our approach for selecting these five mes-
sages comprises of three steps: 1) Text message preprocess-
ing, 2) Extraction of the top five prevalent topics, and 3) Se-
lection of five representative messages.
Text message preprocessing. We exclude URLs and mes-
sages containing fewer than five words to ensure the analysis
focuses on meaningful content.
Extraction of the top five prevalent topics. As the dis-
cussions within the chats in our dataset are in multiple
languages, we use a Bidirectional Encoder Representations
from Transformers (BERT)-based topic modeling method-
ology by Angelov (2020) to extract the topics. This model
supports 50 different languages and performs well in han-
dling multilingual datasets. Our topic modeling technique
utilizes transformer-based embeddings. Before feeding our
corpus into the BERTopic model, we first need to trans-
form our raw text data into a format the model can under-
stand which is embeddings. SentenceTransformer and “all-

591



MiniLM-L6-v2” are utilized to produce embeddings. After
embedding documents from multiple languages into a vec-
tor representation of the data, we reduce the dimensions
of the embeddings using Uniform Manifold Approximation
and Projection (UMAP) proposed by (McInnes, Healy, and
Melville 2018). Then, we cluster the reduced embeddings
using the HDBSCAN algorithm applying the method pre-
sented in (McInnes, Healy, and Astels 2017). Finally, we
represent the topics from each cluster. The top five frequent
topics among the messages are: QAnon, COVID-19, US pol-
itics, German politics, and other conspiracy theories.
Selection of five representative messages. For each topic,
we select text messages that fall within the top 5% based
on four criteria: frequency of occurrence, lifetime, number
of senders, and number of chats in which the message ap-
peared. Consequently, a single message is chosen from this
filtered subset for our case study. Below, we elaborate on the
five sample messages and compare them.
Case 1 (QAnon) “An anon kindly translated the show. In
the first chart, the facilitator tells which well-known people
had a black eye and that the black eye is caused by taking
Adrenochrome. In the second chart with the children, he de-
scribes how to get Adrenochrome. After severe torture, blood
is drawn from the children at the time of death.”
Case 2 (COVID-19) “The FBI arrested a Boston University
professor linked to a Chinese University and Research Lab
in Wuhan, who was highly paid by China. Obviously, the
coronavirus is a planned bio-attack from China. A Chinese
expert assures that inhaling the steam of hot water kills the
Coronavirus 100 percent.”
Case 3 (US Politics) “Breaking news Biden tortured and
raped children! Trump’s attorney Giuliani had previously
implied it and what the New York Post understandably re-
fused to publish now seems more confirmed. Videos and pho-
tos on Hunter Biden’s laptop are said to show him sexually
abusing, raping, and cruelly torturing small, underage Chi-
nese children.”
Case 4 (German Politics) “It is not a coincidence. Only a
few days after the threat of a constitutional lawsuit, the pres-
ident of the Hamburg Hotel, Franz J. Klein, is dead. Klein
threatened Angela Merkel with a lawsuit before the Con-
stitutional Court and criticized her interference with funda-
mental rights. We are now talking about a series of mysteri-
ous deaths of bitter Corona policy opponents.”
Case 5 (Other Conspiracy Theories) “Arrest Bill Gates.
In Texas, people demonstrated against compulsory vaccina-
tion, and for the arrest of vaccination lobbyist Bill Gates.
Posters read: ‘Bill Gates is a Freemason and devil wor-
shiper.’ or ‘Freedom is better than Fear.’”

All five sample messages were originally in German and
have been translated into English. These samples promote
conspiracy theories on different topics. These examples of
misinformation reflect some of the common characteristics
of fake news. They try to create strong emotions in the au-
dience using sensitive issues such as “torturing children”
(Case 1&3). They also make big claims and accuse people
with no proof or reference such as portraying natural or ac-
cidental deaths as deliberate acts of murder (Case 4).

Case Study #Messages #Chats #Senders #Forwarded
messages

Case 1 94 85 88 92
Case 2 557 378 475 534
Case 3 170 129 135 167
Case 4 78 67 71 77
Case 5 126 105 112 119

Table 2: Case studies overview.
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Figure 13: Number of monthly messages for each case.

As we see in Table 2, an overwhelmingly high proportion
of messages in all the cases are forwarded messages (94%-
99%). This demonstrates that forwarding is a primary mech-
anism for information propagation on this platform, espe-
cially regarding misinformation and conspiratorial content.
The prominence of forwarding raises concerns about the po-
tential for rapid and widespread dissemination of misinfor-
mation. Due to the ease and speed at which a message can
be forwarded, misinformation can quickly reach many users.
Also, when messages are forwarded from trusted contacts or
groups, they may be perceived as more credible, leading to
a higher likelihood of acceptance and further forwarding.

The sample messages have lasted about one year in our
dataset. Fig. 13 shows the number of appearances of the
messages in each month during 21 months of the life-
time. Typically, the trend observed in the dissemination of
messages containing misinformation exhibits a single peak.
These messages are widely shared, promoted, forwarded,
and popular. In certain instances, previously circulated mis-
information may regain popularity due to events in the real
world that relate to their content. For instance, misinfor-
mation about COVID-19 experienced a third significant in-
crease, as shown in the figure, in January 2021. This increase
coincides with the global start of COVID-19 vaccination.
The lifetimes of these sample cases indicate that different
types of misinformation could live for a long time and be
discussed within the platform.

These case studies underscore the extent of misinforma-
tion and conspiracy theory propagation within Telegram’s
fringe communities. They highlight the need for further
research and potentially targeted interventions to curb the
spread of such harmful content.

592



Conclusion
In this paper, we performed a large-scale analysis to mea-
sure information propagation within the Telegram network.
We collected a large-scale dataset of about 140 million mes-
sages shared on over 9,000 public Telegram chats. Then,
we undertake an analysis to understand how Telegram users
use the forwarding feature to propagate information across
chats, as well as a lifespan analysis to analyze how persistent
and long-lived content is on Telegram.

Among other things, we find that a small percentage of
users (6%) are responsible for 90% of all the forwarded mes-
sages in our dataset, which indicates that within the Tele-
gram platform, there is a small percentage of users that
are “superspreaders” of content. This critical finding can
have significant implications given that Telegram is also ex-
ploited nowadays for disseminating potentially harmful in-
formation, such as hateful content or misinformation. For
instance, platforms like Telegram can potentially moderate
a few users who are actively forwarding a large amount of
harmful content, which will significantly decrease the spread
of harmful content within the Telegram network.

Also, our analysis shows significant differences in for-
warding behavior based on the type of chat (group or chan-
nel). In particular, based on our dataset, we find it more
likely that a forwarded message originates from a channel
rather than a group. At the same time, we find that groups
are the recipients of more forwarded messages compared to
channels (in 50% of the groups, we find more than 40%
of the messages being forwarded, while for channels, we
find only 20%). Through reachability analysis, we found that
despite the localized dissemination of messages within our
dataset, the forwarding feature plays a significant role in ex-
panding their reach. Finally, when it comes to lifespan, we
find that, in general, messages shared in groups have a larger
lifespan compared to messages shared in channels. Investi-
gating a sample set of messages indicates the risk of rapid
and widespread misinformation distribution due to the sim-
plicity and quickness of the forwarding mechanism.

This study provides insight into understanding informa-
tion propagation among Telegram groups and channels. The
next steps can include investigating the interconnections be-
tween different social media platforms. The analysis of how
information is consumed or supplied by other platforms
sheds more light on the big picture of information propa-
gation in the online world.
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