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Abstract

Growing concerns have been raised about the detrimental effects of uncivil comments on the web towards democracy. However, there is still a lack of understanding about online incivility’s nuanced and complicated nature and its impact on conversation development and user behaviors. This work aims to fill that research gap by modeling incivility and its relationship to political discussions. We develop a comprehensive and fine-grained taxonomy that characterizes incivility with vulgarity, name-calling (inter-personal and third-party attacks), aspersion, and stereotypes, and then apply the framework to quantify the level of each incivility category in over 40 million comments from Reddit. Using large-scale quantitative analysis, we investigate the types of interactions and contexts in which incivility is more likely to occur, model how incivility shapes subsequent conversations, and examine user engagement patterns and behavioral changes after exposure to incivility. Our findings show that conversations that start out uncivil tend to become more uncivil in responses, and exposure to different incivility categories has differing effects on community members’ engagement. We conclude with the implications of our research in assisting the design and moderation of online political communities.

Introduction

Online incivility has arisen as a crucial issue in recent years (Coe, Kenski, and Rains 2014; Cheng et al. 2017; Shmargad et al. 2022). The growth of Web 2.0, with its focus on user-generated content and end-user interactions, has progressively reshaped how people receive and participate in politics (Hmielowski, Hutchens, and Cicchirillo 2014; Rossini 2020). Consequently, political discussions in online media play a vital role in shaping democracy. While cyberspace offers grounds for opinion sharing, information exchange, and political engagement, partisan division and political polarization in recent years have become extremely far-reaching such that cross-partisan communication has been confrontational, even to a toxic extent. Hence, uncivil discourse rapidly emerges in online media, and its development will be detrimental to the construct of democracy (Santana 2014; Papacharissi 2004). One study reported that 93% of Americans identified incivility as a vast problem in society, and the Internet & social media are the second most blamed source for incivility erosion (69%), next to politicians (75%) (Shandwick 2018). To combat incivility, a growing amount of literature in recent years has studied incivility’s prevalence and effect (Anderson et al. 2013; Coe, Kenski, and Rains 2014). For example, Anderson et al. (2013) showed that incivility can trigger negative reactions in those who have been directed at or exposed to it. Another line of research used empirical studies to investigate the emotional states that incivility triggers (Gervais 2015). However, there is still a lack of theoretical understanding of the more nuanced aspects of incivility and its role in online communities, i.e., what different kinds of uncivil behaviors online participants exhibit and how uncivil content influences conversations, users, and online communities in the long run.

In this work, we fill in this research gap by modeling online incivility with a fine-grained taxonomy, which deconstructs this broad concept into different categories corresponding to social, linguistic, or cultural aspects. Our ultimate goal is to develop effective design and intervention techniques to better facilitate a democratic discourse environment for political discussions. The crucial first step is gaining an understanding of how people engage in online political discussion civilly or uncivilly, into which our work deep dives from a user, conversation, and community level. We investigate the circumstances in which incivility is more likely to occur, as well as what consequences they bring to subsequent conversations. Lastly, we adopt a user-centric approach to evaluate their long-term behaviors after their exposure to incivility. In summary, we aim to address the following research questions (RQs):

1. How can nuanced aspects of incivility in online political discussions be operationalized and quantified computationally?
2. How does incivility occur in political communities, and how does its presence affect the subsequent discussion at the conversation level?
3. How does the exposure to uncivil discussions influence users’ engagement with their communities?

To answer these questions, we collected around 1 million posts and 40 million comments composed by 1.6 million distinct users from Reddit. The remainder of the paper takes a deep dive into our RQs as follows: To answer RQ1, we build
out a taxonomy that accounts for different uncivil behaviors and manually annotate a curated dataset. Then, we build a set of high-performance machine learning models to predict the civility scores of each comment, which are applied to automatically label the incivility levels of the remaining comments. Next, we examine RQ2 by using statistical analyses and visualizations to understand the presence of incivility in online political communities and further investigate their effect on the health of subsequent conversations through linear regression. Finally, we look into RQ3 by performing survival analysis to study whether encounters with more incivility will affect the engagement patterns of users in the long run.

**Related Work**

**Conversational Success and Failure**

Being able to understand, quantify, and analyze the subtlety of online conversational discourse is critical to the design of regulatory mechanisms that promote a civil and democratic online environment. Beel et al. (2021) explored divisive topics on Reddit, including abortion, climate change, and gun control, to identify significant linguistic and non-linguistic features that are indicative of contentiousness, including toxicity, sentiment, and user factors. Additionally, Zhang et al. (2018) analyzed the linguistic features associated with conversational failures, such as the prompts used to start the conversation and different types of politeness strategies. On the other hand, Bao et al. (2021) aimed to define and operationalize metrics for positive social behaviors in conversation, including information sharing, gratitude, esteem boosting, and social support. Other works like Chang and Danescu-Niculescu-Mizil (2019) have studied the derailment of online Reddit conversations and forecasted their deviation into toxicity. These findings will help us understand how linguistic and social features impact subsequent discussions. Building on these works, we look closely at the concept of incivility and examine both the potential and realized impact of uncivil conversation on user engagement.

**Quantifying Incivility and Similar Concepts**

Extensive prior works attempted to define and predict inappropriate behaviors online, yet framed in various ways, such as explicit attacks (Wulczyn, Thain, and Dixon 2016), online abuse (Mishra, Yannakoudakis, and Shutova 2019) toxicity (Pavlopoulos, Malakasiotis, and Androutsopoulos 2017; Zampieri et al. 2019; Pavlopoulos et al. 2022; Brassard-Gourdeau and Khoury 2019), and hate speech (Davidson et al. 2017; Schmidt and Wiegand 2017; Mosca, Wich, and Groh 2021). For example, Davidson et al. (2017) trained a multi-class model to differentiate between everyday offensive language and serious hate speech. NLP tools like the Perspective API1, which uses machine learning models to quantify language toxicity, were launched to help researchers and developers. Despite its popularity, prior work (Hosseini et al. 2017; Jain et al. 2018) showed that an abusive comment can be slightly perturbed to deceive the system and receive a lower toxicity score even if its meaning is preserved.

To capture a broader range of uncivil behaviors, our work aligns with another line of research that defines and predicts incivility, specifically in political domains. Incivility covers a wide range of intolerant behaviors, including hate speech and toxicity, but also content that breaks acceptable norms and shows disrespect. Although it seems convenient to use off-the-shelf tools like the Perspective API to predict incivility, Hede et al. (2021) pointed out that general toxicity models like Perspective API are inadequate for the analysis of incivility in news, one reason being it gives high incivility ratings for identity-related words like black, gay, feminist, Muslim, all of which are common topics in online political discussions. To computationally predict and quantify incivility, prior works have used logistic regression (Theocharis et al. 2020) and neural-based models (Sadeque et al. 2019;Maity et al. 2018) to predict the presence of incivility. Recently, Davidson, Sun, and Wojcieszak (2020) used a BERT-based model to classify Reddit comments as either civil or uncivil.

While our work also employs fine-tuned RoBERTa models to identify incivility, we demonstrate that online incivility is such a broad concept that can occur in different forms rooted in cultural, social, and interpersonal influences. As Kenski, Coe, and Rains (2020) found that humans perceive different kinds of incivility varies vastly, we hypothesize that the severity and effects of different uncivil behaviors on the conversations and discussion participants can also vary. As a result, a binary prediction task to classify whether incivility exists, as implemented in the previous works, is insufficient to generate a comprehensive understanding of its prevalence and effect. Thus, we make an original contribution by introducing a finer-grained incivility taxonomy to account for various dimensions of incivility to ensure a more nuanced characterization.

**Impacts of Incivility**

Online incivility plays a huge role in shaping conversations and online communities. Extensive experimental and large-scale quantitative work has been conducted to understand its prevalence in online media and how uncivil behaviors affect people’s attitudes towards news topics (Anderson et al. 2013) or their perception of credibility for news sources (Ng and Detenber 2005). Another line of research work (Gervais 2015; Lee 2005) used randomized experiments to study the effect of exposure to incivility and found that being exposed to high levels of incivility increases feelings of anger and aversion while decreasing satisfaction. However, limited research has been conducted in a quantitative setting to explore the effects of incivility exposure on user engagement, and our work attempts to fill this gap by modeling user participation duration via causal inference methodology. On political discussions specifically, large-scale studies examined civility in online venues where political discussions are hosted, such as online newspapers, forums, and social media (Hua, Naaman, and Ristenpart 2020). Papacharissi (2004) revealed that 36% of randomly selected posts on a political discussion board contain incivility or impolite behaviors. Su

---

1https://perspectiveapi.com
et al. (2018) classified incivility by intensity and directionality and applied their framework to large-scale Facebook political discussions, and found that extremely uncivil comments occur frequently in homogeneous discussions. Similar to our work, Xia et al. (2020) used the Perspective API to quantify the toxicity level of Reddit discussions to investigate the antecedents and consequences of toxicity. Kumar et al. (2023) also leveraged Perspective API to study the patterns of abusive accounts on Reddit. We complement the above works by using a large-scale quantitative methodology and fine-grained taxonomy to understand the role that online incivility plays in political communities on a pseudo-anonymous, content-based platform, and investigate topics like user engagement and conversation derailment that has not been looked at yet, which adds to the theoretical understanding of incivility.

Incivility Framework

In our work, we seek to detect, quantify, and analyze online incivility in political discussions. While prior work extensively investigated hate speech or offensive languages in online discussions (Warner and Hirschberg 2012; Davidson et al. 2017), we make a distinction between those with incivility, which is a broader concept that includes hate speech and offensive language but also covers social, linguistic, or cultural behaviors that violate social norms of communication and can be detrimental to a democratic discourse environment. To answer our RQ1, we create a taxonomy that operationalizes incivility and uses machine learning models to quantify each subcategory, which can be applied to large-scale political discussion data from Reddit.

As suggested by Herbst (2010), incivility is often contextual and can be subjectively perceived, which explains why there has not been a unified definition for it by scholars within this domain. One proposed definition is “a deliberate disrespect and insult” (Gervais 2015), while another is “an explicit attack that insults another person’s character and detracts from healthy, heated debate” (Anderson and Huntington 2017), etc. For our taxonomy, we align with the majority of previous works that study online political discussions (Sobieraj and Berry 2011; Coe, Kenski, and Rains 2014) and prioritize broadly on behaviors that disrespect towards individuals, groups, political communities, or topics of discussion. Contrary to prior literature, which considers incivility as a single class, we recognize that such a generalization could miss a large potential for understanding the nuanced makeup of such a subtle concept and instead build a taxonomy that categorizes prominent aspects of incivility.

To construct the taxonomy, we initially referenced prior works’ attempts to operationalize incivility into different aspects (Coe, Kenski, and Rains 2014; Sadeque et al. 2019; Papacharissi 2004) and drafted multiple aspects of incivility. Then, we conducted 4 rounds of pilot annotation tasks to select the most representative and unambiguous definitions to ensure label consistency. As a result, we deconstruct incivility into four subcategories: name-calling (further classified as interpersonal or third-party attacks), aspersion, vulgarity, and stereotypes, each of which is potentially harmful to civil, cooperative, and democratic cyberspace. Each subcategory of our final framework is able to account for the linguistic or social aspects of online incivility.

The definitions for each subcategory of incivility are shown in Figure 1. The example snippets are paraphrased from the actual dataset we collected and annotated. As the figure demonstrates, real-life conversations, especially on content-centered platforms like Reddit, are often lengthy and/or sophisticated, and uncivil content is constructed with multiple dimensions of incivility intertwined. As a result, a multifaceted taxonomy like ours can help capture the nuances within different kinds of incivility. Under our framework, each comment could potentially employ 0–4 subcategories of incivility. While the taxonomy is representative of the major and common components of incivility, we recognize that the vast scope of human language makes it difficult to conclude that we provide an exhaustive list of incivility. In the annotation process, we also include a other category for annotators to account for uncivil behaviors outside our taxonomy. We then consider a comment to be uncivil if it falls into any of the categories, including other. Future work can be done to refine definitions to cover more nuanced aspects of online incivility.

Data

Our data consist of posts and comments from Reddit about U.S. politics over the one-year time span from February 2020 to February 2021. We have chosen Reddit as our target of investigation because the pseudo-anonymity offered by the platform creates a content-directed online environment rather than a user-focused one, like Facebook or Twitter (Su et al. 2018; Theocharis et al. 2020), which facilitates opinion-sharing and chaining discussions. The discussions happen in subreddits: user-created and managed sub-communities each with its own topic, user base, and regulation policies. Reddit communities serve a diverse range of political ideologies, which gives us opportunities to study a variety of user interactions, including homogeneous and heterogeneous ones.

Dataset Statistics

To retrieve subreddits that are relevant to U.S. politics, we used phrases “politics”, “us politics”, and “election” to query subreddits. Through manual inspection, we only kept these subreddits that are relevant to U.S. politics, have public access, and have at least 20,000 subscribers. We used pushshift.io (Baumgartner et al. 2020) to retrieve 1,046,958 posts and 39,952,586 comments composed by 1,641,405 distinct users between Feb 1st, 2020 to Feb 1st, 2021. The following is a complete list of subreddits from which the data were collected:

r/AskTheDonald, r/AskPolitics,
r/Conservative, r/ConservativesOnly,
r/JoeBiden, r/Libertarian,
r/NeutralPolitics, r/OurPresident,
r/PoliticalDiscussion, r/PoliticalRevolution,
r/SandersForPresident, r/TheMueller,
r/VoteBlue, r/VoteDEM, r/donaldtrump,
### Dataset Construction

To obtain ground-truth labels for different incivility categories, we sampled around 3000 comments proportional to the size of the subreddits as candidates for annotators to provide labels. To increase the representation of infrequent classes, we sample half of the labeled dataset from comments with a Perspective API score ≥ 0.8. Since incivility relies on the context it resides in, we provide annotators with its direct parent comment and the title, i.e., topic, of the original post (OP). In addition to the incivility categories, annotators were also asked to label whether the topic of OP was divisive, defined as “topics that evoke a mixture of positive and negative reactions” (Hessel and Lee 2019), or “[topics] that evoke opinionated and polarizing conversations” (Beel et al. 2021). For example, An OP featuring divisive topic titles “Witness corroborates claim that Lindsey Graham asked about tossing ballots in Georgia”; while an example of a non-divisive topic is “Justice Ruth Bader Ginsburg, Champion Of Gender Equality, Dies At 87”.

We hired one research assistant who has experience with Reddit and is familiar with U.S. politics to work on this task. Moreover, for training and familiarizing the annotator with our taxonomy, we provided multiple rounds of training where the annotator was asked to label a small set of examples and to discuss the disagreements until consensus. Two authors of the work also independently annotated 10% of the dataset and inter-rater agreement among all annotators has been calculated. We used Cohen’s Kappa, to measure the inter-rater agreement, shown alongside the subcategory definition in Figure 1. We recognize that differences in perception of incivility exist due to the nuance and subjectivity in perceiving conversational incivility. Thus, discussion meetings are held regularly for direct reconciliation, where the research assistant and authors of the work exchange reasoning of each annotation until unanimous decisions have been reached for all subcategories.

### Detecting and Quantifying Incivility

We built machine learning models that automatically predict the incivility level of each comment in our 40 million unlabeled corpora. Since the incivility subcategories are not mutually exclusive, i.e., each comment could contain one or several types of incivility, we trained a binary classifier for each subcategory, as well as an overall incivility classification model using the aggregated incivility level of the training dataset. We experimented with four machine learning models that are widely used for text classification tasks to predict these incivility subcategories:

1. Logistic Regression (LR) with bag-of-words, Word2Vec (Mikolov et al. 2013), and TF-IDF representations respectively, implemented using scikit-learn package.
2. Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al. 2019): a pre-trained language representation model that has outperformed other deep learning baseline methods.

3. Robustly Optimized BERT Approach (RoBERTa) (Liu et al. 2019): an enhanced BERT variation with larger amounts of training data and time, which results in state-of-the-art performances in NLP tasks. We used the PyTorch implementation of BERT and RoBERTa.

4. Few-shot Classification with GPT-3.5 (Brown et al. 2020): an autoregressive language model with 175 billion parameters that can achieve strong few-shot performance on many NLP datasets without any gradient updates. Specifically, we used text-davinci-003.

The pre-trained BERT and RoBERTa models are further fine-tuned using our annotated dataset. We use 5-fold stratified cross-validation to evaluate the performances of the first three types of models and account for potential confounding bias. For few-shot classification with the text-davinci-003 model, we select five representative examples each from the positive and negative classes (2-way 5-shot) as the training examples and test the few-shot performance on the rest of the annotated data. For each category, the prompts start with the category definition followed by 5 positive and negative examples in random order and end with an unlabeled comment query to be completed (example prompt shown in Appendix). The per-class performance of our models is listed in Table 1. As fine-tuned RoBERTa models outperformed other baselines, we applied them to the 40 million unlabeled comments. With similar model experimentation, we also utilized a fine-tuned RoBERTa model to classify the divisiveness of the OP, with model F1 score being 0.811.

For our follow-up analyses, instead of using a binary label to represent the dimension of each incivility subcategory, we use the prediction score (range between 0 and 1) to represent the incivility subcategory score. A score closer to 1 means it is more likely to exhibit a particular uncivil category. The rationale comes from Desai and Durrett (2020), which concluded that RoBERTa is well-calibrated, meaning the probability score is a decent metric that represents the possibility of belonging to that category in real life. We evaluated the calibration of our models using Expected Calibration Error (ECE) (Naeini, Cooper, and Hauskrecht 2015) on the test dataset: The RoBERTa models are overall well-calibrated and have lower ECE than respective BERT experiments on most categories. The results of the calibration analyses are included in Table 6 of the Appendix.

**Investigating Incivility in Conversation**

This section makes use of the large-scale dataset powered by our machine learning models to investigate RQ2, which allows us to understand the development of incivility as well as its relationship with conversation development through visualization and statistical models.

---

Prevalence and Development of Incivility

Incivility is concentrated among a few highly uncivil users. From a user level, we seek to understand the onset of incivility by investigating their distribution across community members. Here, we define highly uncivil comments as those whose aggregated incivility score is greater than 85% quantile. Similar to the approach used from (Wulczyn, Thain, and Dixon 2016), we define the incivility level of a user as the number of uncivil comments they sent during the one-year time span of our data collection. We visualize the percentages of uncivil comments that are contributed by participants of political communities in Figure 2. Out of 589,751 highly uncivil comments, 70% of the participants with low incivility levels contributed 64.8% of uncivil comments. In the meantime, the top uncivil 6,823 (1%) users who made 100+ uncivil comments throughout the year contributed to a striking 27.8% uncivil content. In conclusion, the majority of uncivil comments were produced by a distributed group of users. However, a large portion of uncivil comments was contributed by an extremely small group of uncivil users.

Incivility is correlated with the ideology of a political community. We seek to understand whether the level of incivility is associated with the ideological leaning of political communities. Following Soliman, Hafer, and Lemmerich (2019), who used the proportion of specific leaning users as heuristics to operationalize the political leaning of subreddits, we split the subreddits into left-leaning, right-leaning, and neutral. G-test, a statistical technique that tests whether certain categorical data follow specific distribution, was conducted to determine whether the partisan leanings of the political communities are associated with the distribution for each aspect of incivility. The distribution for each incivility category across political slants is shown in Table 2. For all five incivility subcategories, we find significant relationships between the political leaning of the community and their prevalence. For example, the G-statistics for third-party attacks, the lowest amongst all, is 3880, p<0.0001. For a post-hoc two-way comparison, we have found that the level of interpersonal attacks, aspersion, stereotype, and overall incivility is the highest for conservative subreddits, whereas vulgar language and third-party attacks are most prevalent in liberal subreddits. More prominently, the level of all dimensions except for interpersonal attacks and aspersion is lowest for neutral subreddits compared to subreddits with strong partisanship leaning. This finding extends conclusions in Su et al. (2018) and indicates that more politically biased and polarized communities are more uncivil. Consistent with Soliman, Hafer, and Lemmerich (2019), we also found that right-leaning communities use more derogatory language.

Users show more incivility to others with a different political leaning. As conversations are essentially interactions between a group of two or more people, we investigate the personal dynamics of incivility between users in conversations by modeling the level of incivility with respect to the political leaning of the participants. Specifically, we compare the incivility level between two participants of the
same or opposite political leaning. To estimate the political disposition of users as left-leaning or right-leaning, we adopted a heuristic similar to the ones used in Rajadesingan, Budak, and Resnick (2021), which combines the subreddits that users participate in as well as the upvote ratio of their content. We extracted 1.98 million comment pairs for which the political leaning of both parent and child comments have been identified. A two-sample t-test was used to determine if there was a difference in the incivility scores when the members adjust the use of different incivility subcategories, specifically by more vulgar language, interpersonal name-calling, and stereotypes.

Additionally, among comments whose parent comment had the same political disposition, we add the interaction between the political leaning of the author and the subreddit. Through two-sample t-tests, we found that users engage more uncivilly if they participate in subreddits with opposite political leaning (p<0.0001), specifically via higher levels of interpersonal attacks (p<0.0001). In contrast, users use more vulgar language (p<0.01) within subreddits of the same political leaning. No significant difference is observed in the level of third-party attacks, stereotypes, and aspersion.

### Incivility and Conversation Dynamics

This section analyzes the local context of conversations in order to understand our RQ2, i.e., how the emergence of incivility impacts subsequent conversations. We build a series of linear regression models to investigate the relationships between levels of incivility subcategories and the later development of the conversations. The dependent variables are the breadth of the reply tree, as well as the average incivility level of the subsequent conversations. We focus on direct replies to the comments of interest because the attributes of

<table>
<thead>
<tr>
<th>Incivility</th>
<th>LR+BoW</th>
<th>LR+TF-IDF</th>
<th>LR+Word2Vec</th>
<th>GPT-3.5</th>
<th>BERT</th>
<th>RoBERTa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc.</td>
<td>0.887</td>
<td><strong>0.900</strong></td>
<td>0.900*</td>
<td>0.551</td>
<td>0.864</td>
<td>0.888</td>
</tr>
<tr>
<td>Prec.</td>
<td>0.525</td>
<td>0.450</td>
<td>0.450</td>
<td>0.644</td>
<td>0.696</td>
<td><strong>0.738</strong></td>
</tr>
<tr>
<td>Rec.</td>
<td>0.506</td>
<td>0.500</td>
<td>0.500</td>
<td>0.551</td>
<td>0.687</td>
<td><strong>0.728</strong></td>
</tr>
<tr>
<td>F1</td>
<td>0.495</td>
<td>0.474</td>
<td>0.474</td>
<td>0.456</td>
<td>0.682</td>
<td><strong>0.725</strong></td>
</tr>
</tbody>
</table>

Table 1: Models’ per-class evaluation metrics for predicting incivility subcategories. We highlight the model with the best performance in bold. * represents statistically significant differences at the p<0.05 level.
Table 2: Level of incivility associated with the political slant: The proportion of uncivil comments within liberal, conservative, and neutral-leaning subreddits. The highest level for each category is highlighted in bold, all with p<0.001.

<table>
<thead>
<tr>
<th>Category</th>
<th>Left</th>
<th>Right</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Incivility</td>
<td>24.673%</td>
<td>28.464%</td>
<td>21.685%</td>
</tr>
<tr>
<td>Aspersion</td>
<td>6.426%</td>
<td>7.873%</td>
<td>7.083%</td>
</tr>
<tr>
<td>Interpersonal Attacks</td>
<td>5.221%</td>
<td>8.929%</td>
<td>6.342%</td>
</tr>
<tr>
<td>Stereotype</td>
<td>1.705%</td>
<td>3.153%</td>
<td>1.302%</td>
</tr>
<tr>
<td>Third-party Attacks</td>
<td>5.793%</td>
<td>5.176%</td>
<td>3.837%</td>
</tr>
<tr>
<td>Vulgarity</td>
<td>9.519%</td>
<td>9.321%</td>
<td>3.348%</td>
</tr>
</tbody>
</table>

Figure 2: Distribution of Reddit users that contribute to the uncivil content of political discussions

The parent comments will mostly influence them. We filtered out comments without replies, resulting in 8.42 million comment pairs. The control variables are the divisiveness of the OP topic, sentiment, and upvote score of the top-level comments (TLC). We use VADER to operationalize the sentiment score of each comment. We inspected the correlations between the independent variables with variance inflation factors (VIF) scores and combined variables that are highly correlated with each other. The VIF score for each independent variable in our final models has a maximum of 2.93, assuring that multicollinearity was not an issue here.

Conversations that start uncivil tend to receive more responses. We use the breadth of the reply tree, i.e., the number of direct replies, as the Dependent Variable (DV) for Model 1 to measure the patterns of subsequent conversation participation. The results are in Table 4. Comments from more divisive threads receive more discussions ($\beta_1 = 0.270$). The higher the upvote score, the more direct replies it will likely receive ($\beta_1 = 0.160$). Interestingly, comments with high levels of all incivility categories except for interpersonal attacks trigger more responses to some extent, with high levels of third-party attacks with the highest coefficients. Similarly, stronger sentiment is also positively correlated with a higher number of replies ($\beta_1 = 0.066$). This implies that uncivil and highly emotional content is more likely to draw members’ attention and elicit responses.

Uncivil comments are likely to elicit comments with more incivility. Model 2 in Table 4 describes how the incivility level of subsequent conversations varied with incivility aspects of comments: There is a positive correlation between the divisiveness of the OP with the incivility level of the conversations ($\beta_1 = 0.115$), which suggests that divisive topics are more likely to elicit uncivil discussions. We further verify the relationship between topic divisiveness and incivility by running t-tests against comments under divisive v.s. non-divisive posts. Results also signify comments under divisive threads have higher levels of incivility across all subcategories, with the most significant difference in third-party attacks ($t$-statistics=226.98). Comments with stronger sentiments get more uncivil responses than more emotionally neutral ones. ($\beta_1 = 0.0195$), potentially due to community members using incivility as a vent for strong emotions. In terms of the uncivil content, the positive coefficients for all incivility categories align with previous work (Gervais 2015) that incivility will beget greater incivility as conversations develop. Notably, content with higher levels of interpersonal attacks is associated with more uncivil responses than others ($\beta_1 = 0.0593$). These findings can help community moderators prioritize incivility subcategories that may be more prone to trigger more uncivil conversations.

Incivility and User Engagement

In this section, we deep dive into RQ3 and investigate the relationship between posting or being exposed to incivility and the user engagement rate of members within political communities. We use survival analysis to evaluate how members’ participation is influenced by their exposure to different subcategories of incivility, the incivility level of their own comments as well as their Reddit user activities.

Survival Analysis

Survival analysis estimates the expected amount of time until an event occurs. In our case, we investigate whether exposure or the creation of incivility will affect user engagement by defining the dependent variable as the length of participation. We operationalize user engagement as the duration of participation in politics-related subreddits in units of a week. The first step to estimate the extent of exposure to incivility is to approximate the content read by users. We assume that users will read all the direct replies to their comments, as well as all the comments left in their started threads within the first week of the original posting. We acknowledge that this method might underestimate the number of comments users are exposed to because users can skim over a great amount of content on Reddit without posting. The independent variables are the level of each incivility subcategory that users are exposed to. In order to control for user characteristics that potentially confound the duration of their participation, we use community members’ tenure, moderator status, activity levels, and the incivility level of their content as control variables. In our models, continuous variables were
Incivility

<table>
<thead>
<tr>
<th></th>
<th>Incivility</th>
<th>Aspersion</th>
<th>Interpersonal attacks</th>
<th>Stereotype</th>
<th>Third-party attacks</th>
<th>Vulgarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right → Left parent</td>
<td>0.256</td>
<td>0.096</td>
<td>0.175</td>
<td>0.031</td>
<td>0.040</td>
<td>0.094</td>
</tr>
<tr>
<td>Right → Right parent</td>
<td>0.184</td>
<td>0.071</td>
<td>0.063</td>
<td>0.029</td>
<td>0.041</td>
<td>0.077</td>
</tr>
<tr>
<td>Difference</td>
<td>0.071***</td>
<td>0.024***</td>
<td>0.111***</td>
<td>0.002***</td>
<td>0 0.018***</td>
<td></td>
</tr>
<tr>
<td>Left → Right parent</td>
<td>0.244</td>
<td>0.092</td>
<td>0.152</td>
<td>0.022</td>
<td>0.051</td>
<td>0.100</td>
</tr>
<tr>
<td>Left → Left parent</td>
<td>0.174</td>
<td>0.064</td>
<td>0.045</td>
<td>0.0018</td>
<td>0.055</td>
<td>0.091</td>
</tr>
<tr>
<td>Difference</td>
<td>0.070***</td>
<td>0.028***</td>
<td>0.107***</td>
<td>0.004***</td>
<td>-0.004***</td>
<td>0.008***</td>
</tr>
</tbody>
</table>

Table 3: Average incivility subcategory scores for four types of interaction formed by user and parent comment pair. ***: p<0.001; **: p<0.01; *: p<0.05

Predictors | Model 1 | Model 2 | Predictors | Model 1 | Model 2 |
---|---|---|---|---|---|
Divisiveness of Original Post | 0.270*** | 0.115*** | Interpersonal Attack Level of PC | -0.225*** | 0.059*** |
Length of the Parent Comments (PC) | 0.032*** | -0.001*** | Stereotype Level of PC | 0.043*** | 0.029*** |
Sentiment Level of PC | 0.066*** | 0.020*** | Third-party Attack Level of PC | 0.074*** | 0.031*** |
Upvote score of PC | 0.160*** | 0.003* | Vulgarity Level of PC | 0.066*** | 0.000 |
Aspersion Level of PC | 0.017*** | 0.014*** | Intercept | 1.264 | 0.126 |
| | | | R-squared | 0.033 | 0.037 |

Table 4: Results of linear regression model predicting how the emergence of incivility impacts subsequent conversation. ***: p<0.001; **: p<0.01; *: p<0.05. The number of observations is 8,421,872. Model 1: Number of direct replies; Model 2: Average incivility level of the comment reply tree.

The results of the survival analysis are shown in Table 5. Since the continuous variables are standardized, the Hazard Ratio (HR) represents the predicted change in the probability of leaving the community per one standard deviation increase in the predictor. An HR greater than 1 means the variable is associated with a higher-than-average likelihood of dropping out, while a hazard ratio less than 1 means a lower-than-average likelihood of dropping out.

Model 1 examines community members’ likelihood to remain in Reddit politics communities based on their activities, such as tenure, posting frequencies, as well as the incivility level of the content they posted. Users who initiate more posts and comments have a 12.6% and 28.8% higher likelihood to stay in political communities, respectively. Users are also more engaged with the communities when their comments receive a higher number of upvotes (HR=0.579), which could be attributed to a sense of acceptance and belonging perceived from such social capitals within the communities (Ellison et al. 2014). Users whose comments contain higher levels of third-party attacks are more likely to stay by 2.9%. There is a possibility that participants with strong political views are motivated by their desire to express strong opinions about political figures and organizations. As pointed out by Papacharissi (2004), expression of incivility stems from strong-held opinions. The use of third-party attacks may serve as a means for community members to demonstrate their commitment to values.

Model 2 adds the exposure to different subcategories of incivility. More upvotes from content read by participants increase the likelihood of staying significantly by 40.9%, indicating a greater commitment to the communities due to the exposure to these community-valued discussions. In terms of exposure to incivility, participants are 6% more likely to leave the community, which aligns with prior work (Support and Team 2015). Similar trends exist when users are exposed to aspersion (HR=1.025). Surprisingly, exposure to content with higher levels of third-party
attacks and vulgarity increases members’ likelihood to stay at 2.8% and 1.4%, respectively. One possible explanation is that the participants were surrounded by like-minded members in echo chambers (Sunstein 2018). Although the received comments leveraged vulgar language and third-party attacks, they aligned with the readers’ views and enabled them to feel validated and thus stay longer in the community. No significant difference is observed with exposure to stereotypes. In conclusion, exposure to uncivil discussions has varying effects on the users’ long-term engagements with the political communities. Participants who send and receive uncivil content are more likely to leave the communities, with the exception of third-party attacks.

### Conclusion and Discussion

This work investigates the prevalence and effect of incivility in the context of online political discussions on the social media site Reddit.com. Specifically, we create a nuanced taxonomy of representative incivility behaviors that range from cultural, social, and linguistic phenomena, including vulgarity, aspersion, name-calling (interpersonal attacks and third-party attacks), and stereotypes. With such characterizations of online incivility in political discussions, we build effective machine-learning models to predict and quantify the level of each incivility subcategory for around 40 million comments extracted from Reddit. Utilizing our fine-grained incivility framework and large-scale annotated corpus, our quantitative analyses reach the following findings that contribute to the theoretical understanding of incivility in online political discussions:

- Incivility is more prevalent in politically biased subreddits, with conservative subreddits having the highest level for all subcategories except for vulgar language and third-party attacks.
- Participants generally tend to send more uncivil comments when replying to users of the opposite political leaning, while left-leaning members tend to employ higher levels of third-party attacks when responding to members of the same leaning.
- Conversation threads that start with uncivil comments tend to gather more responses, but the conversation will also become more uncivil.
- Members are more likely to drop out from political communities when they are exposed to higher levels of aspersion and interpersonal attacks across members but tend to stay longer with exposure to more third-party attacks.

### Ethical Statements

We acknowledge the potential ethical concerns in our work, especially with the dataset creation process, and take measures to mitigate the potential effects. This research study has been approved by the Institutional Review Board (IRB) at the researchers’ institution. For the dataset we collected in this work, we only leverage online media data that are publicly available at the time of data collection.

While the Reddit data are publicly available, we also recognize that the public nature of this information does not automatically imply participants’ consent or comfort with their data being utilized for research purposes (Fiesler and Proferes 2018). Accordingly, we employed anonymization and data handling strategies to respect the privacy and preferences of individuals whose data might be included: To further secure personal information and user privacy, the data collection and annotations are anonymous, with user information such as username removed. Moreover, threads or comments we quoted in this work were paraphrased to prevent finding original content via web search (Bruckman 2002). Upon release of our dataset, we will only release the 1:1 and annotations while leaving out the comment texts themselves so that future researchers would need to re-scrape the dataset. This would at least ensure that users who might want to edit or delete their statements about personal preferences after the time of our scrape.
Broader Perspectives

Our research offers insights into methodologies of large-scale analysis of online media and resources for conducting further studies on online incivility. We introduce a comprehensive taxonomy of incivility subcategories that targets nuanced aspects of online interactions. We also annotate an incivility dataset in the political domain that offers potential for the nuanced investigation of different rhetoric of incivility. As our work suggests, the sophisticated nature of human interactions online creates a need to model the different aspects of incivility that could appear in conversations. While traditional approaches that use binary classification to detect incivility online fail to model different levels and types of uncivil behaviors, our taxonomy and methodology to quantify incivility across dimensions help fill this gap. They also open up more future research opportunities to dive deep into the concept of incivility within and beyond political contexts as well as other constructs that take root in human conversations. Moreover, we demonstrate the potential of machine learning algorithms to automatically identify different subcategories of incivility and use such techniques to create a large-scale corpus for quantitative analysis. Not only can we use the corpus to train more complicated models for better performances to better detect incivility in political subspaces, but this methodology can also be applied to concepts of interest other than online incivility. The code and dataset for our work can be found at https://github.com/SALT-NLP/Incivility.

Our work also provides theoretical contributions to the understanding of incivility in online political discussions. We take a deep dive into the short and long-term effects of different subcategories of incivility on the conversations and community members’ engagement. In our findings, we unraveled the nuances and complexities of the role of incivility. We discovered that exposure to some uncivil behaviors, i.e., vulgarity and third-party attacks, positively correlates with the number of replies and users’ long-term engagement with the political communities. These insights suggest that while online incivility is usually perceived as harmful to conversations in online communities, certain forms of incivility are used in the political domains and even gradually keep the communities more engaged. Thus, we encourage further studies to explore incivility within the political domain to take this in mind.

Our research findings also shed light on the moderation and interventions for online media in the political domain. Aligning with previous work on other social media, our research confirms the prevalence of incivility in political discussions online, signifying the importance of effective moderation strategies. We found that a large portion of uncivil content is actually concentrated around a very small proportion of users. This observation opens up opportunities for moderators of the communities, in which potential interventions (e.g., de-platforming, shadow ban) for a small group of users might help shape a much more civil discourse environment for other users. Again, to assist with content moderation, our machine learning models prove the effectiveness of acquiring fine-grained predictions for a specific comment. Not only would the model be able to predict whether a comment is civil or not, but it also has the capacity to tell which subcategories it would be more likely to employ.

Limitations and Future Work

There are several limitations to this work. First, while our taxonomy provides a general categorization of possible acts of incivility online, the sophisticated nature of human conversations makes it impossible to study against an exhaustive characterization of such broad concept. Examples of uncivil acts excluded in our study are lying (Coe, Kenski, and Rains 2014), misrepresented exaggeration (Sobieraj and Berry 2011), etc. Future work can build upon our and other previous work to investigate other aspects of incivility.

Another potential limitation is that most of the annotations were conducted by one research assistant, as the nuances of incivility require extensive training and interactive feedback loops to get high-quality annotations. We strive to ensure a clear understanding of our taxonomy by verifying a sample of data points and discussions to reach an agreement.

For our analysis of correlational nature, we employ a large-scale data-oriented approach to understand the rhetoric used in online incivility and its effect on shaping conversations and subsequent user engagements. While statistical methodology like survival analysis generates reasonable correlations, we recognize that incivility is influenced by other confounding characteristics, such as topics, that we do not control for and that our analysis does not provide causal effects. True causation can only be explained through random-assignment experiments.

Finally, this work focuses on the impact of incivility on political discussions within Reddit communities. Recognizing the specificity of Reddit, which may not fully mirror the broader landscape of online or offline political discourse, we acknowledge the importance of extending our investigations to other platforms and domains and look into how platform-specific features may shape conversation dynamics.
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Appendices

GPT-3.5 Prompt Example

Prompt  “Aspersion is the use of disrespectful attacks or damaging statements towards ideas, plans, or policies. The following is a list of comments and True/False labels of whether they contain aspersion.
Comment: [positive comment 1]
Has_aspersion: True
###

Comment: [positive comment 5]
Has_aspersion: True
###

Comment: [negative comment 1]
Has_aspersion: False
###

Comment: [negative comment 5]
Has_aspersion: False
###

Comment: [query comment]
Has_aspersion:
Answer: [query label]

Calibration for BERT and RoBERTa models

<table>
<thead>
<tr>
<th></th>
<th>BERT</th>
<th>RoBERTa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Incivility</td>
<td>0.236</td>
<td>0.244</td>
</tr>
<tr>
<td>Aspersion</td>
<td>0.105</td>
<td>0.097</td>
</tr>
<tr>
<td>Interpersonal Attacks</td>
<td>0.108</td>
<td>0.089</td>
</tr>
<tr>
<td>Stereotype</td>
<td>0.053</td>
<td>0.036</td>
</tr>
<tr>
<td>Third-party Attacks</td>
<td>0.187</td>
<td>0.148</td>
</tr>
<tr>
<td>Vulgarity</td>
<td>0.223</td>
<td>0.138</td>
</tr>
</tbody>
</table>

Table 6: Expected Calibration Error (with \( M = 10 \) bins) on BERT and RoBERTa models per incivility category