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Abstract
As remote work and learning increases in popularity, individuals, especially those with hearing impairments or who speak English as a second language, may depend on automated transcriptions to participate in business, school, entertainment, or basic communication. In this work, we investigate the automated transcription accuracy of seven popular social media and videoconferencing platforms with respect to some personal characteristics of their users, including gender, age, race, first language, speech rate, F\textsubscript{0} frequency, and speech readability. We performed this investigation on a new corpus of 194 hours of English monologues by 846 TED talk speakers. Our results show the presence of significant bias, with transcripts less accurate for speakers that are male or non-native English speakers. We also observe differences in accuracy among platforms for different types of speakers. These results indicate that, while platforms have improved their automatic captioning, much work remains to make captions accessible for a wider variety of speakers and listeners.

1 Introduction
Social media and videoconferencing platforms are increasingly becoming an important part of everyday life, and so is their functionality and need for accessibility. One of the recent accessibility features these platforms offer is the ability to automatically transcribe spoken material, which allows users to employ them for remote work, remote learning, social activities, or simply basic communication. As the adoption of these platforms increases and automatic transcription becomes a necessity, especially for those who are hard of hearing or who are working in their second language, it is important that the transcripts they generate are accurate, no matter the speaker’s gender, race, or other characteristics.

Previous work has evaluated the automated transcription capability of common transcription libraries and voice assistants, e.g., Koencke et al. (2020); Lima et al. (2019); Feng et al. (2021); Meyer et al. (2020). These studies all discovered the presence of systematic bias, i.e., a different level of accuracy, based on demographic characteristics of the speakers. Some limitations of these previous works are that they focus on platforms that are less popular than social media and videoconferencing platforms, or that they use corpora with limited data or limited labels. Moreover, popular social media and videoconferencing platforms do not disclose what transcription models they use, making it challenging to perform large-scale analysis on them.

In this work, we are the first to study transcription biases in popular social media and videoconferencing platforms. In particular, we compare transcription error for seven platforms with respect to seven characteristics of their users: gender, age, race, first language, speech rate, F\textsubscript{0} (a primary correlate of what we perceive as pitch), and speech readability. Specifically, we address the following questions:

- Are certain groups subject to more transcription errors than others when using social media and videoconferencing platforms?
- What are the factors that correlate with these biases and how can companies mitigate them?

To answer these questions, we address two key challenges that limit prior work in this space: (i) the lack of a suitable corpus, i.e., a corpus composed of multiple large natural speech samples with correct manually-curated transcripts from speakers having a diverse set of personal characteristics; (ii) the lack of a scalable experimental methodology, i.e., a way for producing transcripts for a large number of speech samples that is tailored for social media and videoconferencing platforms, and that reduces the manual effort.

Specifically, we first curate a new corpus, named MonoTED, inspired by the existing TED-LIUM (Hernandez et al. 2018) (a simple collection of TED talks with transcripts that are sometimes machine-generated), but with new, accurate, manually-generated transcripts and comprehensive speaker labels (§3.1). This new corpus comprises 194 hours and 1.8M words of English monologues spoken by 846 TED talk speakers. Then, in §3.2 we describe our approach for performing transcription experiments in bulk across three social media platforms: YouTube, Facebook Video, Microsoft Stream; and four videoconferencing platforms: BlueJeans, Zoom, Google Meet, Webex. Finally, we measure the transcription error using the Word Error Rate metric (Woodard and Nelson 1982) (§3.3), and perform a regression analysis across all data dimensions to examine possible bias against types of speakers (§3.4).

The results of our analysis (§4) show the presence of significant bias, with higher word error rates for speakers...
who are male and/or non-native English speakers, which confirms previous work in other automated speech recognition contexts (Koenecke et al. 2020). Surprisingly, we did not find evidence of racial bias, which contrasts with such prior work. We also discovered that social media platforms transcribe better than videoconferencing platforms, and that speakers who speak slower, faster, or with more common words and shorter sentences than the average have more transcription errors. We conclude the paper by discussing possible reasons that explain the biases we measured, possible mitigation strategies, and the feedback we obtained from the companies running the platforms after disclosing our findings to them (§5).

To promote reproducibility and support future research, we released at https://github.com/NEU-SNS/MonoTED:

1. MonoTED, our new corpus, with the new labels and TED transcripts (1.8M words, 194 hours, 846 speakers).
2. The 5922 platform-generated transcripts.
3. Software to compute and analyze the word error rate.

## 2 Context and Goals

**Context and scope.** We analyze the transcription error bias among popular social media and videoconferencing platforms offering automatic transcriptions, where transcription error bias is defined as any significant change in transcription errors when varying speaker characteristics. Social media platforms are popular platforms that allow users to upload videos, and that automatically create downloadable transcripts of such videos. In this study we analyze YouTube\(^1\), Facebook Video\(^2\), and Microsoft Stream\(^3\).

Videoconferencing platforms are popular platforms that allow users to create video meetings with other users and that automatically create downloadable transcripts of such meetings. In this study we analyze Zoom\(^4\), BlueJeans\(^5\), Webex\(^6\), and Google Meet\(^7\). Note that the platforms we chose are not the only popular platforms, but other popular ones we considered did not offer the transcript download feature when we started our experiments (Mar. 2022). However, our methods generalize to other platforms that become available.

**Goals.** Our goal is to answer the following questions:

Q1: What is the impact of speaker characteristics and the platform used on transcription errors? This question entails analyzing the transcripts generated from a diverse set of speakers and platforms and determining if the transcription error bias correlates to any of them more than others. The motivation for this question is to determine if certain groups are more at risk of being discriminated with respect to the platform’s ability to transcribe correctly.

Q2: What are the factors that correlate with transcription error bias and how can we mitigate them? First, we investigate whether speaker and speech characteristics correlations and other platform characteristics (e.g., time spent to process the transcript) can explain the transcription error bias we observe when answering Q1. Second, we investigate how we can use what we have learned about the bias to mitigate it.

## 3 Methodology

We use four methods to determine transcription bias in videoconferencing and social media platforms (Fig. 1).

### 3.1 Corpus Curation

The purpose of corpus curation is to create a collection of spoken material organized into different units sharing similar characteristics. We refer to this collection of material as MonoTED, i.e., the corpus of this study. To answer our research questions, we created a corpus that met the following requirements. First, each unit of spoken material must be an English monologue with a ground-truth transcript associated with it (i.e., a transcript not automatically generated) that we take to be accurate. This allows us to avoid errors in disambiguating multiple speakers and gives us a baseline for measuring errors in transcripts generated by video-conferencing and social media platforms. The second requirement is the presence of labels that associate each corpus unit to the characteristics of the speaker (e.g., gender). This allows us to compare the transcription error (and therefore measure bias) among types of speakers with respect to their labels (e.g., for the gender label, to compare the error between female and male speakers).

**Corpus Selection.** To obtain a large set of English monologues with accurate transcripts, we considered several existing corpora typically used to train and evaluate speech recognition systems such as Mozilla Common Voice (Ardila et al. 2020), CORAAL (Kendall and Farrington 2018), among others (Nagrani, Chung, and Zisserman 2017; Panayotov et al. 2015; Meyer et al. 2020). However, these corpora do not satisfy our requirements, as discussed in §6.

To address this issue, we created a new corpus, MonoTED, inspired by TED-LIUM (Hernandez et al. 2018), i.e., a collection of transcribed spoken material in which each unit is a TED talk\(^8\). A TED talk is an English talk of 18 minutes or less in which a speaker, typically a renowned
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Table 1: Distribution of non-numeric labels in our corpus.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
<th># of speakers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived gender</td>
<td>Male</td>
<td>548 (65%)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>298 (35%)</td>
</tr>
<tr>
<td>English language</td>
<td>First (US)</td>
<td>478 (56%)</td>
</tr>
<tr>
<td></td>
<td>First (non-US)</td>
<td>216 (26%)</td>
</tr>
<tr>
<td></td>
<td>Second</td>
<td>152 (18%)</td>
</tr>
<tr>
<td>Perceived race</td>
<td>White</td>
<td>651 (77%)</td>
</tr>
<tr>
<td></td>
<td>Black</td>
<td>77 (9%)</td>
</tr>
<tr>
<td></td>
<td>Asian</td>
<td>104 (12%)</td>
</tr>
<tr>
<td></td>
<td>Latino</td>
<td>14 (2%)</td>
</tr>
</tbody>
</table>

---


agreement. The few cases of disagreement were handled using the third person as tiebreaker. While we acknowledge the limitations of impressionistic coding of such traits, previous research has demonstrated the value of such methods for datasets where aspects of speaker background may not be readily available (Reid 2010; Sims, Pirtle, and Johnson-Arnold 2020). For perceived gender, coders were instructed to evaluate speaker name and perceived gender-specific traits (e.g., facial hair, tone of voice, etc.). For perceived race, we used a holistic approach based on speaker name, country of origin, skin/hair/eye color, etc. While we acknowledge that perceived race and actual racial identification of the speakers are distinct criteria, when humans engage in linguistic discrimination, they often do so without empirical knowledge; instead relying on the same types of perceptual characteristics that our coders employed here.

The final distribution of speaker characteristics in our corpus is reported in Table 1 and Fig. 2a. In Fig. 3 we show some examples of perceived gender and race.

### Labeling Speech Characteristics

We assign to our corpus also the following non-demographic labels, to understand if any sources of transcription error bias can be explained by speech characteristics. The distribution of speech characteristics in our corpus is reported in Fig. 2b-d.

**Speech rate.** This label measures the speaking pace of the speakers as words per second (WPS). We calculate this by dividing the total number of words in the ground-truth transcript by the talk duration.

$F_0$. This label measures the fundamental frequency (Gerhard et al. 2003) for each talk, a primary correlate of what we perceive as pitch, estimated with the MATLAB `pitch` function (MathWorks, Inc. 2018). Since $F_0$ is a function with respect to time, we consider its mean and median value across the whole talk duration.

**Speech readability score.** This label measures the readability of the transcript of a talk estimated using the New Dale–Chall readability formula (Sternlicht and Edgar 1995). Lower (higher) readability values mean that the text is understandable by lower (higher) grade students. We chose the New Dale-Chall score with respect to other scores because it also considers the impact of lexical frequency (i.e., the effect of common vs. non-common words).

### 3.2 Transcription Experiments

Once we have labeled our spoken material and obtained its correct transcripts, we process each talk on each platform and then download the auto-generated transcripts. For videoconferencing platforms, we play our spoken material during ad-hoc videoconferences, while for social media platforms we simply upload our spoken material directly. To avoid having to manually repeat this process for each talk, we combine the talks into groups, separated by an audio separator, so that we can process multiple talks in a single experiment and thus minimize the manual effort. More details on how we conducted experiments are discussed as follows.

### Videoconferencing Platforms

The videoconferencing platforms we consider are: Zoom (ZM), BlueJeans (BJ), Webex (WX), and Google Meet (GM). We run the experiments for videoconferencing platforms on a Windows 11 computer. To play our corpus we use VLC media player\(^\text{11}\). To redirect the audio output of VLC to the audio input of videoconferencing applications without quality loss, we use VB Virtual Audio Cable\(^\text{12}\), which creates and connects a virtual output device (seen as a speaker by VLC) to a virtual input device (seen as a microphone by videoconferencing applications). Regarding the Zoom, BlueJeans, and Webex platforms, before starting the experiments, we install the latest desktop version of their Windows app and start a pre-


mrium subscription that includes real-time automatic closed captioning. Regarding the Google Meet platform, since it only has a Web app, we use the latest version of the Chrome browser, with a Meet Transcript extension\textsuperscript{13} installed, which is needed to download the transcripts after a meeting has ended. Once all the software is ready, we iteratively perform the following steps for each experiment: (1) we open the videoconferencing app, enable recording and closed captioning, and have a dummy user join the meeting (to prevent the meeting from being automatically ended after a certain time), (2) we use VLC to play a group of TED talks we want to transcribe, (3) we end the meeting and download the transcripts once they become available.

**Social Media Platforms.** The social media platforms we consider are: YouTube, Facebook Video, and Microsoft Stream. Since all the social media platforms allow their users to upload videos that will be transcribed automatically, we use a simpler approach. First, we upload the video containing the group of talks we want to transcribe, which is then transcribed by the platform automatically, without any other actions from us. Then, after waiting for the video to be processed, we download the transcript.

**Grouping of Talks and Transcripts.** Since our experiment methodology relies on several manual steps, we do not want to run the procedures above for each talk, as it would need to be manually repeated 846 times for each platform, making our methodology difficult to be used in practice. To streamline automated testing, we grouped multiple talks together by concatenating them and adding an audio separator between a talk and the next. This separator avoids interference between subsequent talks, and acts as a marker to separate transcripts for different talks. Since all the videoconferencing platforms we consider allow meetings up to 24 hours long, we were able to transcribe \( \approx 96 \) talks per experiment, i.e., each group of talks included up to 96 talks. Regarding social media platforms, they allowed us to transcribe videos up to 4 hours long, therefore we were able to use groups of talks comprising up to 16 talks each.

**Dealing with Platform Issues.** During our experiments we noticed that sometimes the platforms produce errors or incomplete transcripts with no apparent reasons. In such cases we simply repeat the transcription experiments until we get a complete transcript and no errors. We detect incomplete transcripts by performing an outlier analysis among platforms with respect to the length of the transcript and the word error rate (see §3.3). We then manually check these outliers to confirm if they are complete and can be kept as they are, or if they are incomplete and the experiments associated with them need to be repeated.

### 3.3 Transcription Error Measurement

To measure the transcription error between the generated transcripts and the correct ones, we use the Word Error Rate (WER), a widely used (Koenecke et al. 2020) error metric that compares a reference text (a ground-truth transcript) to a hypothesis text (an automatically generated transcript). WER measures the proportion of words in the reference text that have been mistranscribed in the hypothesis text and is formally defined as: 

\[
\text{WER} = \frac{S + D + I}{N}
\]

where \( S \), \( D \), and \( I \) are the number of substitutions, deletions, and insertions needed to transform the reference text into the hypothesis text, while \( N \) is the number of words in the reference text.

We measure the WER in two steps, a preprocessing step and a WER calculation step. In the preprocessing step we alter the reference and the hypothesis text to reduce the occurrence of false mistranscriptions due to the presence of equivalent, but different, words. Specifically, we (1) transform ordinal and cardinal integer numbers in textual form to their numeric forms (e.g., “third” becomes “3rd” and “eleven” becomes “11”); (2) we transform the textual form of “percent” and the most popular currencies into their symbolic versions (e.g., “5 percent” becomes “5\%” and “2 dollars” becomes “$2”); (3) we make all the text lowercase (to ignore capitalization); (4) we replace punctuation such as commas, periods, dashes and apostrophes with spaces; (5) we remove text surrounded by brackets (e.g., “(Applause)”) since it is present in the reference text found in the TED website, but never actually spoken by a speaker. After the preprocessing step, we then calculate the WER directly using JiWER (Vaessen 2018).

### 3.4 Bias Determination

In this last step, we measure how the WER changes with each platform and each speaker characteristic, i.e., the bias of the speaker characteristics with respect to the WER. We define as bias any statistically significant difference of WER with respect to a given speaker characteristic (Koenecke et al. 2020). For example, if a platform has a WER that is consistently lower for females with respect to males, such platform is exhibiting gender bias.

Since we have multiple person characteristics that are not independent from each other (e.g., the WER of a speaker that is, for example, both Asian and female has effects on both the race bias and the gender bias), we need a statistical method that takes these correlations into account when determining the bias. To test for such interactions, we ran a Linear Mixed Effects Regression (LMER) model and follow-up omnibus testing with ANOVAs using the lme4 package (Bates et al. 2015). Initially our model included WER by platform, with interaction effects of Perceived Gender, Language, Perceived Race, Age, Words Per Second (WPS), median \( F_0 \), and readability score. The model also included a random effect of Speaker. Preliminary testing indicated that age did not contribute to the model, and it was also not significant in any ANOVAs that we ran, so age was ultimately dropped from the final model. Results of the model for WER by platform indicate significant differences in performance between platforms, as well as a number of interactions between platform and speaker characteristics. We then employ this model, as well as follow-up testing with ANOVAs, to predict how the WER varies with respect to any of the speaker characteristics, using a bootstrapped 95\% confidence interval to ensure statistical significance.

4 Results

In this section we compare WER among platforms, speaker characteristics, and speech characteristics.

4.1 Platform Comparison

Understanding baseline differences in WER between platforms (Fig. 4) is a useful starting point for better analyzing how WER interacts with aspects of speaker and speech characteristics, which will be discussed below.

Social Media Platforms. Results of the LMER model and omnibus testing with ANOVAs reveal significant differences among social media platforms, with YouTube (YT) consistently returning the lowest error rates and Facebook Video (FB) consistently returning the highest, with Microsoft Stream (MS) between the two.

Videoconferencing Platforms. Regarding videoconferencing platforms, Zoom (ZM) and BlueJeans (BJ) perform the best, with very similarly low WERs, while Webex (WX) consistently yields the highest WER. Finally, Google Meet (GM) performs better than WX, but worse than ZM and BJ.

Differences between platform type. Social media platforms consistently outperform video conferencing ones (Est=0.744, SE=0.18, p<.001). While this is not surprising since different types of platforms have different purposes, it is surprising to see large differences among different products from the same company (i.e., YT vs. GM). One hypothesis for this difference is that the different types of platforms may employ different types of training data. In particular, though information about platforms’ training data is generally proprietary, social media platforms may be more likely to be trained on single-channel or one-speaker datasets, while video conferencing platforms may be more likely to be trained on multi-channel or multi-speaker datasets. Recent research such as Wang et al. (2021) has shown differences in training for single-channel vs. multi-channel automatic speech recognition, and since our current corpus has only monologues, it is possible that social media platforms are better suited to this type of data.

4.2 Speaker Characteristics

Gender Bias. Figure 5 depicts mean WER by gender for the seven platforms. Among the comparisons we conducted for WER and aspects of speaker characteristics, the most consistent finding is a significantly higher WER for perceived male speakers than for perceived female speakers, and this holds across platforms and even when controlling for Perceived Race, Language, Words Per Second, and Platform (Est=0.389, SE=0.0701, p<.001). Overall mean WER for male speakers is .076 and for female speakers it is .059, with some variation by platform. For social media platforms, the largest difference between perceived male and perceived female speakers is for YT, where the difference is 0.021, while the smallest is for MS, where the difference is 0.015. For videoconferencing platforms, the largest difference is for GM (0.027), while the smallest one is for WX (0.011).

These results may be surprising given mixed results of previous work on gender in captioning (Tatman and Kasten 2017). However, other studies, including Adda-Decker and Lamel (2005) and Feng et al. (2021) have found that captioning systems perform better for female speakers than for male speakers. Adda-Decker and Lamel (2005) attribute this difference at least in part to female speakers using speech that is either “more standard” or hyperarticulated. Given the highly-rehearsed nature of the speech in our corpus, it is likely that similar patterns may be driving these results.

Language Bias. Another consistent pattern that emerged is the fact that all platforms perform worse for speakers whose first language is not English. In an earlier model that compared U.S. English speakers with non-U.S. English speakers as well as those who speak a first language other than English, no significant differences emerged. As a result, we collapsed the speakers in two categories, those whose first language is English (L1), and those who had a first language other than English (L2). Results of the LMER model indicate significantly lower WER for L1 English speakers (Est=-0.393, SE=0.066, p<.001) when controlling for other speaker characteristics, as shown in Fig. 6.

Different platforms have substantial variation in how they perform for L1 English speakers versus others. The mean error rates and differences between L1 and L2 English speakers are illustrated in Table 2. FB and WX show the largest difference in WER, respectively, for social media and videoconferencing platforms between the two speaker groups, while YT and BJ show the smallest, indicating that of the
platforms tested, they perform best for speakers whose first language is not English. Differences between L1 and L2 speakers are significant for every platform examined.

Several studies have found significant bias in captioning against speakers who are not speaking in their first language. Adda-Decker and Lamel (2005) observed this pattern in both French and English, and Feng et al. (2021) observed a similar pattern for Dutch. More recently, Chan et al. (2022) observed an increase in WER for non-native speakers of English engaged in a reading task. Accurately captioning the speech of L2 English speakers, even in a highly-rehearsed context, remains a challenge for all platforms.

**Age bias.** Since we provide age labels, we evaluated the presence of age bias. We initially noticed some bias for the younger and oldest groups, but our LMER model did not confirm this result as statistically significant (Est=0.164, SE=0.121, p=0.174).

**Inter-attributes bias.** Inspired by the methodology in Jaiswal et al. (2022), we used our LMER model to find cases of interdependence among speakers characteristics (e.g., interaction between race and English as a second language). However, we did not find statistically significant cases in which such interdependences matter.

### 4.3 Speech Characteristics

**Speech Rate Bias.** When using preliminary descriptive statistics to visualize the data, we noticed an interesting pattern with respect to speech rate in Words Per Second (WPS). LMER model results indicate a significant effect of WPS on WER, though interestingly the distribution of errors is somewhat bimodal, as we observe a general trend such that error rates increase with both fast speech and with slow speech. This can be seen in Fig. 8, which shows mean WER by WPS. Note especially the concentration of errors at the slowest speech rates and increase for the fastest ones.

This result is likely attributable to properties of the captioning systems that have not been trained on extremely fast or extremely slow speech. Both fast and slow speech rates can result in a distortion of sounds that may present additional challenges for captioning systems, but future work should also examine this in greater detail.

**F₀ Bias.** We aggregate $F_0$ over each talk, considering both the mean and median $F_0$ values, and find that the outcomes in caption accuracy between Black and White American speakers. The lack of significant differences in the current study should not be interpreted as evidence that such biases do not exist; rather that in this corpus of highly-rehearsed speech by prominent individuals, racial differences in WER may not be as evident as in more casual speech situations. Indeed, TED talks represent a style where the speaker has motivations to pay extremely close attention to their speech, thus predicting the use of a highly-rehearsed style that would select against non-standard linguistic variants (Labov 1966, 1972).

**Race Bias.** For differences by speaker Perceived Race, we find that platforms perform slightly worse for non-White speakers, though these differences do not reach statistical significance. Figure 7 shows the differences in WER by speaker race, when controlling for other speaker demographic features. Of note is that Latino speakers are less well-represented in the dataset (N=14), leading to limited ability to draw conclusions about potential differences. However, comparisons between White (N=651), Asian (N=104) and Black (N=77) speakers are more reliable.

Overall, the LMER model does not report race as a significant main effect (Est=0.11, SE=0.45, p=0.191). Results of the ANOVA testing from the LMER model indicate that of the seven platforms, none apparently perform significantly worse for Black speakers than for White speakers on average. Additionally, none of the platforms performed worse for Asian speakers than for White speakers on average. Racial bias in automatic captioning is a major issue, especially in places like the U.S. with substantial racial diversity. Previous studies, such as Koenecke et al. (2020) found robust differences
are comparable when assessing their impact on WER. In Fig. 9 we can see that gender and median $F_0$ are, as expected, highly correlated, with low frequencies associated with male speakers and high frequencies associated with female speakers.

To better understand the role of $F_0$, we used our LMER model to determine whether $F_0$ remains a good predictor of WER after filtering out the effect of gender. We present the findings in Fig. 10, where we can see that (if we exclude the tails with fewer samples) lower $F_0$ results in slightly lower WER, while higher $F_0$ results in slightly higher WER. However, these differences are not large enough to confirm that the gender bias is exclusively due to the $F_0$ differences.

**Speech Readability Bias.** We analyze the presence of readability bias defined as changes in the WER with respect to the New Dale-Chall readability score (Sternlicht and Edgar 1995) of the transcripts. We use this score as an indicator for lexical frequency and syntactic complexity in terms of average sentence length measured by number of words, where higher values mean that the transcript contains fewer common words and longer sentences, and lower values mean a transcript with more common words and shorter sentences.

Our LMER model results did not indicate statistically significant interactions between speaker characteristics and readability. However, from Fig. 11, we can surprisingly see that readability scores less than 7 (i.e., higher lexical frequency and shorter sentences) strongly correlate with higher WERs, while for scores higher than 7 (i.e., lower lexical frequency and shorter sentences), the WER is lower and mostly stable among all platforms.

5 Discussion

In this section we first posit explanations for the bias we observed in §4 and propose mitigation strategies. Then, we summarize the feedback from the companies running the platforms after disclosing our results. Finally, we discuss the limitations, broader perspective, and ethics.

5.1 Bias Explanation and Mitigation

Since we have no visibility on how the platforms internally work, the bias explanations we present here are all hypotheses supported by our observations and our understanding of how speech recognition systems work in general.

**Gender Bias.** The strongest bias we observe based on this analysis is between speakers who are perceived as male and those who are perceived as female. Although this was not fully explained by our $F_0$ bias analysis, other speech features such as voice intensity may also correlate with gender. Those different features may be harder to capture because of hardware (speakers and microphones) or software (machine learning) limitations. A possible way to mitigate this would be to use different approaches that are tailored to different genders. For example, to tailor the model to have different settings depending on the speaker’s baseline...
pitch. An alternative explanation for the gender bias is related to how the speakers themselves use linguistic variation. In sociolinguistics, there is ample evidence that female speakers are more likely to employ a more formal style, especially in situations where they may be negatively stereotyped (O’Barr and Atkins 2005). The current dataset represents only highly-rehearsed speech by prominent individuals, which would likely prompt a very careful style, especially for speakers from marginalized groups. This provides motivation for considering the inclusion of speech style in automatic captioning systems, since less formal speech frequently shows a higher WER (Koencke et al. 2020).

**English as First or Second Language.** We observed significant bias in WER for individuals who are using English as a second language and for individuals that have unusual speech rates. One explanation is that these speakers may be under-represented in the training data that speech recognition systems use to learn how to transcribe speech. This is especially pernicious for non-native English speakers, given estimates that up to three-quarters of the world’s English speakers do not speak it as their first language (Crystal et al. 2003). A way to mitigate this would be to encourage platforms to re-train the speech recognition models using a larger set of samples from under-represented groups. Another way, specific for the language bias, is that platforms could leverage their existing acoustic models to contain information about likely error types in English based on a speaker’s first language.

**Lexical Frequency and Sentence Length.** Our readability bias analysis has shown that the talks that use more common words and shorter sentences are associated with larger WERs. Intuitively, we were expecting the opposite results since those talks would likely be easier to understand for a human according to our readability score. A possible explanation is that some speech characteristics we did not analyze, such as other phonetic properties of a more casual speech style, may be correlated with the use of common words and shorter sentences. This result should reinforce the need, as a possible mitigation strategy, to consider a larger variety of speech styles when training captioning systems.

**Type of Platform.** Overall, the WER is larger for videoconferencing platforms with respect to social media platforms. As mentioned above, one hypothesis about this difference is that the social media platforms may have been more likely to be trained on single-channel data more similar to our corpus, while video-conferencing platforms may be trained on multi-channel data. An alternative explanation for this may be that video-conferencing platforms produce the transcripts in real-time, while social media platforms typically take hours. This additional time may give the opportunity for social media platforms to use more sophisticated recognition algorithms with respect to videoconferencing platforms. To mitigate this, videoconferencing platforms can, after the end of a meeting, replace the real-time transcripts with transcripts generated using more accurate offline algorithms.

### 5.2 Feedback from the Platforms

We shared our results with the companies running the platforms we analyzed and received the following feedback. YT and MS confirmed that our findings are in line with internal testing, while WX replied that their product has not been trained for lecture-style talks such as the ones from TED and that explains the higher error rate. The remaining platforms did not give specific comments to our results.

### 5.3 Limitations

Our methodology has the following limitations.

**Ground-truth Correctness.** We are assuming the transcripts from the TED website to be correct (i.e., our ground-truth), but human errors are always possible. An error in the ground-truth would result in false errors when calculating the WER. To evaluate the effect of this limitation, we manually checked random TED talk transcripts without finding errors. Another limitation of our ground-truth is that the number of samples is different, depending on which speaker characteristic we consider. Our statistical analysis takes this into account using 95% confidence intervals: cases with less samples and higher variance will result in larger confidence intervals (represented as error bars in our results).

**Ground-truth Generalization.** The new MonoTED corpus we use as ground-truth is based on TED talks, so it may be more polished and rehearsed than general speech, potentially limiting the generalization of our results. To address this, future work should also carefully examine the effects of speech style on the bias. However, despite this limitation, we are still able to show the presence of bias in our context.

One of the main reasons we decided to use TED-based material and keep highly-rehearsed ground truth is that we were able to produce a corpus that is large-scale (large number of speakers/talks and long durations), that is accurate (manually annotated), that has English monologues that allow us to isolate different speaker characteristics (including nonverbal ones such as race, that can be perceived by watching the videos). This is also the motivation for the success and impact of other corpora based on TED, such as TEDLIUM (Hernandez et al. 2018), which cannot be used directly in our context, but that we used as inspiration.

**Perceived Speaker Characteristics.** In this work, we could not find enough ground-truth for speaker characteristics such as gender, race, and English language status from unbiased sources to provide a representative sample of labeled speakers; therefore, we relied on a combination of Wikipedia crawling, manual qualitative research on speaker background, and impressionistic coding. As a result, it is likely that we have not captured the true characteristics of all 846 speakers in the corpus, especially given that gender and racial identities can be fluid. Existing work (Field et al. 2021; Ogbonnaya-Ogburu et al. 2020) has discussed how giving perceived labels is non-trivial and handled inconsistently in the research community. However, given the size of the corpus and our research questions, we believe our labeling methods were adequate for our purposes. We hope that this work can act as a first pass for understanding how race and gender may affect bias, though future work should carefully consider how it labels and measures complex and evolving aspects of speaker characteristics.

**English Variety Determination.** We primarily relied on online information from Wikipedia to determine each
speaker’s place of birth and residence to determine their English variety (and then use perception for the ambiguous cases). A limitation of this method is that Wikipedia information may be inaccurate, and even when accurate, place of birth or residence may not correspond to the actual English variety of the speaker. To be confident that this methodology was still viable for us, we manually verified a sample corresponding to 15% of the speakers in our corpus without detecting significant mislabelings.

**Non-speech.** We try to avoid the inclusion of talks that contain music, multiple speakers, or external videos. To do this we rely on markers in the transcripts. However, sometimes such markers are missing and in that case, we still include the talk. To reduce the effect of this limitation we did an outlier analysis with respect to the WER and manually checked each outlier to remove talks violating our assumptions.

**Non-determinism.** We observed that most platforms produce different transcripts when they process the same video. We call this non-determinism. We reduce the effect of non-determinism by using a large sample of data and by considering a 95% confidence interval for statistical significance. Another way to address this problem, which we leave as future work, is to repeat experiments with the same video multiple times, and average the WER.

### 5.4 Broader Perspective

Our work has the following broader impacts: (i) we are the first to analyze transcription error biases in popular social media and videoconferencing platforms, analyzing new characteristics such as speech rate, and pointing out results that are different from previous work (Koenecke et al. 2020); (ii) we are the first to release a corpus that, contrary to existing corpora, is optimized for analyzing such platforms, due to the large scale, and the simultaneous presence of a single voice and manually curated ground truth. This will enable future research to extend our study and/or to compare with it. Further, our corpus, methodology, and results may be used by the companies running such platforms to reduce their biases and overall error rate for the benefit of consumers.

### 5.5 Ethics

**Obtaining Ground-truth.** All the data we used as ground truth either comes from public sources (TED website and Wikipedia) or is created by us. We accessed the data respecting the terms and conditions of every source, and in cases in which we had to automatically scrape the content from a website, we throttled the scraping operation to minimize any disturbance to the website.

**Human Effort and IRB Approval.** All human effort needed to label perceived speaker characteristics was conducted by one of the authors and two non-authors working on the same team as one of the authors. Due to the presence of people (and their real names) in the corpus of TED monologues, we consulted our IRB to determine whether we needed approval to conduct our study using this publicly available dataset. The IRB indicated that this study was exempt from IRB review. Note that since TED talks are released under a Creative Common license, we did not need to obtain speaker permissions for this research.

**Mislabeled Speaker Characteristics.** Due to the difficulty of obtaining the real self-identified speaker characteristics, we relied on perceived labels. A drawback of this choice is that we might use and publish perceived labels that are different from self-identified ones, potentially offending a speaker that does not want to be associated with the assigned perceived label. To mitigate this ethical concern, our data is annotated with a disclaimer that our perceived labels should not be considered as the real speaker labels. Also, should a speaker be offended by a perceived label, we will offer to update our published data by either updating the label with the desired one, or by removing the label entirely.

**Platforms Usage and Transcript Sharing.** We used the platforms in compliance with their terms and conditions, and paid for all the needed subscriptions and licenses. Also, the terms and conditions of all the platforms we analyzed do not prohibit or require us to request permission to publish the transcripts generated by them.

**Implications for the Platforms.** Our results provide some insight on platform performance with respect to transcribing the TED talks in our corpus; however, some of the platforms (WX) claim they have not been optimized for that. Therefore, our results should not be interpreted as a conclusion that one platform is better than another in general or absolute terms. However, the bias we measured can still be used by each platform to identify sources of transcription errors and improve their product.

### 6 Related Work

**Transcription Bias.** Several existing works have analyzed transcription bias for various platforms and speaker characteristics, as shown in Table 3. Our results confirm most of their findings for gender and English language variation; however, we did not find significant bias for age and race.

**Fairness.** We assume a system to be fair when its bias is

---

Table 3: Transcription error bias detected by related work.

<table>
<thead>
<tr>
<th>Related work</th>
<th>Platform</th>
<th>Bias (higher error)</th>
<th>No/low bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adda-Decker (2005)</td>
<td>Generic ASR</td>
<td>Gender (M)</td>
<td></td>
</tr>
<tr>
<td>Feng et al. (2021)</td>
<td>DNN</td>
<td>Gender (M), Age (&gt;75), Language (L2)</td>
<td></td>
</tr>
<tr>
<td>Meyer et al. (2020)</td>
<td>DeepSpeech</td>
<td>Language (L1 non-US)</td>
<td>Gender</td>
</tr>
<tr>
<td>Lima et al. (2019)</td>
<td>Voice Assistants</td>
<td>Gender (M), Language (various)</td>
<td></td>
</tr>
<tr>
<td>Koeneneck et al. (2020)</td>
<td>Commercial ASR</td>
<td>Gender (M), Race (black), Location (various)</td>
<td></td>
</tr>
<tr>
<td>Chan et al. (2022)</td>
<td>Otter</td>
<td>Language (L2)</td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td>Social media and videoconf.</td>
<td>Gender (M), Lang. (L2), WPS tails, Readability (&lt;7)</td>
<td>Age, Race, Med. F₀</td>
</tr>
</tbody>
</table>
perceived gender, speaker first language, speech rate, and bias does exist, with significant occurrences with respect to and 194 hours of speech.

Corpus (MonoTED) of 846 speakers, 1.8M spoken words, groups of speakers with different characteristics using a new conferencing platforms, the transcription error bias among We analyzed, for seven popular social media and video-recognition systems, e.g., Hajavi and Etemad (2023); Fenu et al. (2021); Meng et al. (2022) define fairness in other ways (e.g., systems having the same probability of error among different demographic groups).

Corpora. In addition to TED-LIUM (described in §3.1), other English corpora used for transcription bias include CORAAL (Kendall and Farrington 2018), Voices of California (Stanford 2012), Broadcast News (Lamel et al. 2004) and LibriSpeech (Panayotov et al. 2015). Other corpora exist with transcript ground-truth, typically to train voice-recognition systems, e.g., Common Voice (Ardila et al. 2020) and Artie Bias (Meyer et al. 2020), but they are not suitable to study transcription bias due to the short sentences and the likelihood that they have been already used to train those systems. Table 4 reports a detailed comparison of these existing corpora and MonoTED.

Other Works. Some other works focus on studying biases in other recognition contexts. The following is a non-exhaustive list: face recognition (e.g., Jaiswal et al. (2022); Kyriakou et al. (2019); Barlas et al. (2019); Raji et al. (2020); Buolamwini and Gebru (2018)), where face recognition bias is evaluated for several personal characteristics; smart speakers wake-word recognition (e.g., Chen et al. (2021); Dubois et al. (2020)), where the authors show that certain categories of people are more likely to misactivate popular smart speakers; automated speaker recognition (Hutiri and Ding 2022; Fenu et al. 2021; Meng et al. 2022; Hajavi and Etemad 2023), where the authors analyze the fairness in recognizing speakers.

7 Conclusion

We analyzed, for seven popular social media and video-conferencing platforms, the transcription error bias among groups of speakers with different characteristics using a new corpus (MonoTED) of 846 speakers, 1.8M spoken words, and 194 hours of speech.

As far as we know, this is the first time all these characteristics are being analyzed at the same time and in an opaque context such as the popular platforms we consider. From this study we have learned that transcription error bias does exist, with significant occurrences with respect to perceived gender, speaker first language, speech rate, and speech readability, and no significant occurrences with respect to perceived race, age, and $F_1$ (when removing the interaction with gender). This result is surprising since previous work (in the different context of general-purpose automated voice recognition systems) reported statistically significant bias also for race (Koenecke et al. 2020).

One item of note is that the corpus we used for this analysis consists of highly-rehearsed speeches delivered by prominent individuals. Given that these biases still emerge when examining such tightly-controlled, highly-rehearsed data, it is likely that the biases we observe are amplified when systems transcribe messier, real-world data. Based on our experimental observations, we hypothesize that most biases are likely due to the fact that these platforms have been trained with samples that did not account for systematic variation between speakers with different characteristics. As a result, the platforms under-perform for speakers who were either not well-represented in training data, or who were using a linguistic style that differed from that of the training data. Possible ways to reduce such biases are: re-training these system with more representative training samples, training them to account for differences in speech style, and adjusting acoustic models to be better-suited for speakers of different linguistic backgrounds.
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