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Abstract
The exponential growth of user-generated comment data on social media platforms has greatly promoted research on text sentiment analysis. However, the presence of conflicting sentiments within user comments, known as 'user comments with noisy labels', poses a significant challenge to the reliability of text sentiment analysis models. Many current approaches address this issue by either discarding noisy samples or assigning small weights to them during training, but these strategies can lead to sample wastage and reduced model robustness. In this paper, we present SLaNT, a novel semi-supervised label noise-tolerant framework specifically designed for text sentiment analysis. SLaNT employs a four-module pipeline that includes Noisy Data Identification, Data Augmentation, Noisy Data Relabeling, and Re-training. Notably, SLaNT introduces an early stopping strategy to efficiently identify noisy samples. Additionally, to mitigate confirmation bias during the relabeling of noisy data, a unique co-relabeling strategy based on ensemble learning is integrated into SLaNT. Experimental results on four text user comment datasets demonstrate that SLaNT significantly outperforms four selected strong baselines.

<table>
<thead>
<tr>
<th>Comments</th>
<th>Ratings</th>
<th>Noisy or Clean</th>
</tr>
</thead>
<tbody>
<tr>
<td>The service of hotel is terrible!</td>
<td>4</td>
<td>noisy</td>
</tr>
<tr>
<td>I like this movie.</td>
<td>3</td>
<td>clean</td>
</tr>
</tbody>
</table>

Table 1: Example of clean and noisy user comments. Ratings range from 0 to 4, with 0 indicating extremely negative and 4 indicating extremely positive.

Introduction
With the rapid advancement of social media technology, individuals can express their sentiments on various social platforms such as Twitter and Facebook. Text Sentiment analysis models play a pivotal role in discerning users’ emotions by analyzing these comments. For instance, businesses can gauge the perceived quality of their products by examining customer feedback on the Yelp website. Unfortunately, as shown in Table 1, a substantial number of noisy labels exist in the extensive corpus of user comments. These noisy comments manifest as inconsistencies between the sentiments expressed in comments and the corresponding ratings, such as a positive comment (It’s one of the most beautiful hotels I’ve seen.) but attached with a negative rating (1). This paradoxical phenomenon, aptly termed ‘user comments with noisy labels’, significantly impacts the accuracy and reliability of text sentiment analysis models (Zhang et al. 2021a).

Many Noise-tolerant learning (Kearns 1998; Tu et al. 2023; Song et al. 2022) methods have been proposed to ensure the robustness of model when training with noisy labels. These methods can be divided into three groups based on how the sample is processed: (1) Data reweighting, the data that has an unreliable label will be assigned with a small weight to reduce its contribution to minimization of the training loss (Sun et al. 2022a; Zhang et al. 2021b; Shu et al. 2019; Ren et al. 2018; Jiang et al. 2018). (2) Data filtering, noisy data will be identified and discarded before training occurs(Xia et al. 2021; Northcutt, Jiang, and Chuang 2021; Pleiss et al. 2020). (3) Data relabeling, where the noisy data is relabeled, and then together with clean data, both will be leveraged by the deep neural network (DNN) (Malle et al. 2020). (3) Data reweighting, the data that has an unreliable label will be assigned with a small weight to reduce its contribution to minimization of the training loss (Sun et al. 2022a; Zhang et al. 2021b; Shu et al. 2019; Ren et al. 2018; Jiang et al. 2018). Compared with the first two groups of methods, where only clean data plays an important role in modeling, methods in the third group can leverage the noisy samples to further improve the generalization performance. However, most data relabeling methods either assume the existence of a small set of clean data which is sometimes difficult to obtain in real-world scenarios (Anomaly 2022; Yan et al. 2016; Zheng, Awadallah, and Dumais 2021; Tu et al. 2023). Besides, the data set is limited, and there exist modules closely bound to the image processing field (Zhou, Wang, and Bilmes 2020; Li, Socher, and Hoi 2020) and cannot be used for text sentiment analysis.

In fact, given a corpus of noisy user comments, to design a label noise-tolerant text sentiment analysis model in a data relabeling manner, two sub-tasks should be carefully considered, i.e., how to correctly identify the noisy data from the whole noisy dataset? and how to relabel the noisy data with the correct ones? Though there already exist some solutions for these two sub-tasks respectively, their connection hasn’t been well explored so far for the task of sentiment analysis.

In this paper, we propose SLaNT, a Semi-supervised Label Noise-Tolerant learning framework for text sentiment anal-
ysis. First, the mislabeled data is identified through Confident Learning (CL) (Northcutt, Jiang, and Chuang 2021) which can effectively measure the label quality for the noisy dataset by combining different principles of noisy data processing. However, due to the memorization effect (Zhang et al. 2021a), DNN model will overfit noisy data, subsequently impacting the performance of CL. To mitigate this issue, we introduce an early stopping strategy. Compared with other techniques for identifying noise, e.g., the Gaussian Mixture Model (GMM) (Li, Socher, and Hoi 2020) and confidence value strategy (Bai et al. 2021), CL with our early stopping strategy needs no hyper-parameter for identifying noisy data and has better performance. Then, a semi-supervised learning (SSL) strategy is used to correct the noisy data and train the model. The reason is that the label-noise tolerant problem can be transformed to SSL if we treat noisy data as unlabeled data and the rest as labeled data.

Based on the above two main techniques, SLaNT can help to get a robust DNN model by using the following four modules: (1) Noisy data identification module, where noisy training data is divided into clean data and noisy data through pre-training DNN models with early stopping and Confident Learning. (2) Data augmentation module, which uses various textual data augmentation techniques to expand the identified noisy data for the purpose of consistency regularization of SSL (Berthelot et al. 2019). (3) Noisy data relabeling module, where SLaNT first uses an ensemble learning strategy to predict the pseudo-label for the noisy data then co-relabel them based on the combination of its original label and the pseudo label. (4) Re-training module, where SLaNT mixes both clean data and re-labeled noisy data to retrain the model. Our contributions can be summarized as follows:

• To counteract the noisy labels in user comments for sentiment analysis, we propose a semi-supervised learning framework SLaNT which can help to build a noise-tolerant DNN model by leveraging both clean and noisy data.

• To prevent the DNN model from overfitting to noise and facilitate efficient identification of noisy samples in the first module, we propose using an early stopping strategy to train DNN models before applying CL.

• To relabel the noisy data reliably, we not only use ensemble learning to predict the pseudo labels but also co-relabel the noisy data by combining the original label with the pseudo label.

• To validate the performance of SLaNT, we conduct extensive experiments on four noisy user comment datasets, and the results show that SLaNT can obtain significant improvement in accuracy when compared with four strong baselines.

The remainder of this paper is organized as follows. Section presents the detailed implementation of SLaNT. Section reports the results of experimental evaluation. The related work is reviewed in Section . Section concludes the paper.

SLaNT Implementation

Figure 1 shows our SLaNT framework where four modules are included, i.e., Noisy Data Identification, Data Augmentation, Noisy Data Relabeling, and Re-training. It is important to note that although L DNN models are involved in SLaNT when performing steps of pre-training, early stopping and ensemble learning, a great amount of training time can be saved by executing these steps in a parallel manner.

Noisy Data Identification

The purpose of this module is to find noisy labeled samples as many as possible. To this end, SLaNT firstly pre-trains the DNN model (e.g., BERT(Devlin et al. 2019)) so that the model could learn the distribution of training data(Gururangan et al. 2020).

Early stopping. Note that to avoid overfitting the noisy labels in the late stage of training (Arpit et al. 2017), SLaNT adopts an early stopping strategy to terminate the optimization at the early stage of training for the DNN model (Nguyen et al. 2020; Bai et al. 2021). Inspired by the work of Bai et al. (Bai et al. 2021), we understand that noise has a more adverse effect on the latter layers than the former layers of the network. So we introduce an early stopping strategy where we first train the whole network with a relatively small number of epochs, and then only optimize the former layers by fixing the last output layer to mitigate the influence of noise.

After optimizing with early stopping, the trained DNN model will be further used for generating a probability matrix by performing prediction for each sample. Next, based on the probability matrix, SLaNT adopts the component of Confident Learning (CL) to divide training data X into clean samples and noisy samples. In fact, according to the theoretical proof in CL (Northcutt, Jiang, and Chuang 2021), CL is able to find label errors exactly even when samples’ predicted probabilities are erroneous, which again ensures the safety of adopting an early stopping strategy.

CL assumes that each sample in the training data X has a latent true label y∗, and due to the so-called class-conditional classification noise process, the true label y∗ may be independently mislabeled as the observed label ˜y with a certain probability. This assumption is commonly used in other works (Sukhbaatar et al. 2015; Goldberger and Ben-Reuven 2017). Based on the assumption, two inputs are required in CL: (1) the matrix P, where n and m denote the number of training samples and labels respectively, and each element Pk,i indicates the predicted probability of ith training sample belonging to kth label. (2) ˜y, one-hot encoding over m original labels. Note that, the probabilities within P can be computed by the pre-trained DNN models like BERT(Devlin et al. 2019), Roberta(Liu et al. 2019), etc.

CL estimates the matrix P̃ to identify noisy data. The pre-trained model θ affects ˜P which in turn affects the performance of CL. The closer the probabilities within P̃ are to the true probabilities of the training data, the better the performance of confident learning. Hence, SLaNT pre-trains the model θ to improve predicted probabilities that impart the knowledge of the training data distribution to the model θ without using the noisy labels. Subsequent experiments also
prove that further pre-training DNN model can improve the performance of Confident Learning.

The main procedure of CL comprises the following two steps:

**Step 1. Count: Characterize and Find Label Errors using the Confident Joint.** CL uses confident joint $C_{\hat{y}, y^*}$ to partition and count noisy labels. The definition of the confident joint is as follows:

$$C_{\hat{y}, y^*}[i][j] := \begin{cases} \hat{X}_{\hat{y}=i, y^*=j} \quad & \text{where} \\ \emptyset \quad & \text{otherwise} \end{cases}$$

$$\hat{X}_{\hat{y}=i, y^*=j} := \{ x \in X_{\hat{y}=i} : \hat{p}(\hat{y} = j; x, \theta) \geq t_j \}$$

$\hat{X}_{\hat{y}=i, y^*=j}$ is the set of samples $x$ labeled $\hat{y} = i$ with large enough $\hat{p}(\hat{y} = j; x, \theta)$ to likely belong to class $y^* = j$, determined by a per-class threshold $t_j$. $y^*$ represents the true label, and the threshold $t_j$ is the average of model’s predicted probabilities for each class:

$$t_j = \frac{1}{|X_{\hat{y}=j}|} \sum_{x \in X_{\hat{y}=j}} \hat{p}(\hat{y} = j; x, \theta)$$

**Step 2. Rank and Prune: Data Cleaning.** Following the estimation of $C_{\hat{y}, y^*}$, SLaNT directly uses the sets of samples counted in the off-diagonals of $C_{\hat{y}, y^*}$ to estimate noisy labels as $\{ x \in \hat{X}_{\hat{y}=i, y^*=j} : i \neq j \}$.

Through the above two steps, SLaNT divides the noisy training data ($X$) into a clean labeled dataset ($C$) and a noisy labeled dataset ($U$) with label-confidence $w$. For each sample, label-confidence represents the probability $w_i(\hat{y} = j; x_i, \theta)$ of sample $x_i$ belonging to its original label when considering the model parameters ($\theta$). Low label-confidence is a heuristic likelihood of being a label error.

**Data Augmentation for Textual Content**

To correct the noisy samples, SLaNT adopts the idea of semi-supervised learning (SSL) by viewing the noisy data as unlabeled data. In much recent work for SSL, adding a loss term on unlabeled data can help the model to generalize better to unseen data, and one of the popular strategies for this loss term is consistency regularization (Berthelot et al. 2019) which commonly applies data augmentation to achieve the regularization purpose. Specifically, the label of the data after data augmentation is the same as the original label. In other words, sample $x$ should be classified the same as its augmentation $\text{Augment}(x)$.

Existing methods of textual data augmentation can be divided into three groups: paraphrasing, noising, and sampling (Li, Hou, and Che 2021; Feng et al. 2021). The paraphrasing-based methods make some changes to the words, phrases, and sentence structure which retain the texts’ original semantics (Zhang, Zhao, and LeCun 2015; Hou et al. 2018). The noising-based methods add some discrete or continuous noise to texts which has little effect on semantics (Wei and Zou 2019; Coulombe 2018). The sampling-based methods sample novel data under the current data distributions (Kang et al. 2018; Du et al. 2021).

However, unlike image data augmentation, where elastically deforming or adding noise to an input image won’t alter its label (Cireşan et al. 2010), improper augmentation of text can easily alter the original label, which will add extra noise. For instance, if we randomly drop words from “I want to inquire about mobile phone bills.” to “I want to inquire about mobile phone.”, the original meaning has been obviously changed. Therefore, we merely use the paraphrasing-based and the noising-based methods in SLaNT. For each $u_i$ in the batch of noisy labeled data $U$, we generate $K$ augmentations $\tilde{u}_{i,k} = \text{Augment}(u_i), k \in (1, ..., K)$ (Algorithm 1, line 12) through above textual data augmentation methods.

**Noisy Data Relabeling**

Having acquired noisy labeled data $U$ and their augmented data $\hat{U}$, SLaNT uses the similar idea of MixMatch (Berthelot et al. 2019) to relabel the noisy samples $\hat{U}$. MixMatch computes the average of the predicted class distributions $\tilde{q}_i$ across all the $K$ augmentations of $\tilde{u}_i$ as the new label for $u_i$ by:

$$\tilde{q}_i = \frac{1}{K} \sum_{k=1}^{K} \text{P}_{\text{model}}(y | \tilde{u}_{i,k}; \theta)$$

However, $\tilde{q}_i$ is derived from a single model, which has a confirmation bias problem that results in a deviation between predicted probability and true probability of the sample (Tarvainen and Valpola 2017). SLaNT makes two improvements
to MixMatch.
First, to reduce the confirmation bias of a single model, we perform ensemble learning with the L weak classifiers obtained after early stopping in the module of noisy data identification. Specifically, SLaNT averages the L models’ predicted class distributions across all the K augmentations of $\tilde{u}_i$ by:

$$\hat{q}_i = \frac{1}{K \cdot L} \sum_{k=1}^{K} \sum_{l=1}^{L} \text{P}_{\text{model}}(y | \tilde{u}_i, k; \theta)$$  \hspace{1cm} (4)

Second, we co-relabel for noisy labeled sample by linearly combining the noisy label $\hat{y}_i$ with the $\tilde{q}_i$ guided by the label-confidence $w_i$. The new label of noisy sample $\tilde{y}_i$ is as follows:

$$\tilde{y}_i = w_i \hat{y}_i + (1 - w_i)\tilde{q}_i$$  \hspace{1cm} (5)

$\tilde{y}_i$ is an average prediction over L models for the $i^{th}$ sample. To reduce the entropy of the label distribution, we also apply a sharpening function(Zhang et al. 2021b):

$$\hat{y}_i = \text{Sharpen}(\tilde{y}_i, T) = \tilde{y}_i^T / \sum_{j=1}^{m} \tilde{y}_j^T, \text{ for } j = 1, 2, \ldots, m \hspace{1cm} (6)$$

where $T$ is a hyperparameter, $\tilde{y}_i$ is the guessed label. When $T \to 0$, Sharpen($\tilde{y}_i$, $T$) will approach a ‘one-hot’ distribution. $m$ is the number of labels.

**Re-training with Relabeled Data**

To alleviate the potential errors propagated from the modules of noisy data identification and noisy data relabeling, SLaNT further uses the idea of MixUp (Zhang et al. 2018) to retrain the DNN model on both clean data and noisy data with the guessed pseudo label. The main idea of MixUp is as follows, for a pair of samples $(x_1, y_1), (x_2, y_2)$, $(x', y')$ is computed by:

$$\lambda \sim \text{Beta}(\alpha, \alpha)$$  \hspace{1cm} (7)

$$\lambda' = \max(\lambda, 1 - \lambda)$$  \hspace{1cm} (8)

$$x' = \lambda' x_1 + (1 - \lambda') x_2$$  \hspace{1cm} (9)

$$y' = \lambda' y_1 + (1 - \lambda') y_2$$  \hspace{1cm} (10)

where $\alpha$ is a hyperparameter. SLaNT combines clean labeled data $C$ with relabeled noisy data $\hat{U}$ and shuffles to form $W$, which can be viewed as the corrected version of training data $X$:

$$C = ((c_i, p_i); i \in \{1, \ldots, |C|\})$$  \hspace{1cm} (11)

$$\hat{U} = \left( (\hat{u}_{i,k}, q_i); i \in \{1, \ldots, |\hat{U}|\}, k \in \{1, \ldots, K\} \right)$$  \hspace{1cm} (12)

$$W = \text{Shuffle} \left( \text{Concat}(C, \hat{U}) \right)$$  \hspace{1cm} (13)

For each the $i^{th}$ sample-label pair in $C$, SLaNT computes $\text{MixUp}(C_i, W_i)$ and adds the result to $C'$. Similarly, based on the remainder of $W$, $\text{MixUp}(\hat{U}_i, W_{i+|C|})$ is computed and its result is added to $\hat{U}'$.

**Loss Function.** Unlike the cross-entropy loss, L2 loss is bounded and less sensitive to incorrect predictions(Brier et al. 1950). So, SLaNT uses L2 loss on $U'$ and cross-entropy loss on $C'$:

$$L_C = \frac{1}{|C'|} \sum_{c \in P_{C'}} H(p, \text{P}_{\text{model}}(y | c; \theta))$$  \hspace{1cm} (14)

$$L_{UL} = \frac{1}{|U'|} \sum_{u,q \in U'} \| y - \text{P}_{\text{model}}(y | u; \theta) \|^2_{2}$$  \hspace{1cm} (15)

The total loss is:

$$L = L_{C} + \lambda_{UL} L_{UL}$$  \hspace{1cm} (16)

where $\lambda_{UL}$ is the unsupervised loss weight.

**Experiments**

In this section, we describe in detail the extensive experiments performed to evaluate the effectiveness of the proposed framework for text sentiment analysis with noisy labels.

**Datasets**

We use four text user comment datasets to conduct sentiment analysis tasks, as listed in Table 2:

- **SST**: The Stanford Sentiment Treebank (SST) is a widely used collection of datasets that consists of single sentence movie reviews (Socher et al. 2013). Two of the most prominent datasets within SST are SST-2 and SST-5. We use SST-2 for binary classification and SST-5 for multiple classification.
- **Amazon-5**: Amazon-5 is a popular dataset of user reviews collected from the Amazon website (McAuley and Leskovec 2013).
- **Yelp-5**: The Yelp-5 dataset is a local directory service with user reviews and it detects fine-grained sentiment labels (Zhang, Zhao, and LeCun 2015).

**Noise Settings**

Following previous works (Han et al. 2018; Tanaka et al. 2018; Reed et al. 2015), we experiment with two types of label noise: **symmetric noise**, **asymmetric noise**. As shown in Figure 2, when the noise ratio is 0.5, the original label in the symmetric noise can flip to any class with the probability of 0.1. While in asymmetric noise, the original label can only flip to one of the rest classes with a probability of 0.5.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Class</th>
<th>Train</th>
<th>Test</th>
<th>Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST-2</td>
<td>2</td>
<td>7k</td>
<td>2k</td>
<td>1k</td>
</tr>
<tr>
<td>SST-5</td>
<td>3</td>
<td>7k</td>
<td>2k</td>
<td>1k</td>
</tr>
<tr>
<td>Amazon-5</td>
<td>5</td>
<td>2100k</td>
<td>600k</td>
<td>300k</td>
</tr>
<tr>
<td>Yelp-5</td>
<td>5</td>
<td>490k</td>
<td>140k</td>
<td>70k</td>
</tr>
</tbody>
</table>
Figure 2: The noise transition matrix of symmetric and asymmetric noise with noise ratio 50%.

Previous studies (Han et al. 2018) have demonstrated that it is hard to learn a good model for asymmetric noise larger than 50%. Therefore, we evaluate our framework with noise rates 20% - 80% (for symmetric noise) and 10% - 40% (for asymmetric noise). Note that SST-2 is a binary classification dataset, we experiment with it only for symmetric noise from 0.1 to 0.4 with step 0.1.

Baseline Methods
We compare our proposed framework SLaNT with the following four strong baselines:

- **DivideMix**, which dynamically fits a Gaussian Mixture Model (GMM) to identify noisy data and leverages SSL to correct noisy labels (Li, Socher, and Hoi 2020).
- **Confident Learning (CL)**, which identifies and removes noisy data before training the model (Northcutt, Jiang, and Chuang 2021).
- **MW-Net**, which reweights noisy data through a meta reweight net (Shu et al. 2019).
- **Co-meta**, which utilizes a meta-learning framework for data correction (Lee, Kim, and Ginny Seo 2022).

Experiment Settings and Parameter Tuning
SLaNT is implemented by PyTorch (version 1.6.0) (Paszke et al. 2019) and evaluated on a GeForce RTX 3090 Ti GPU. All results are averaged over 5 independent runs (Wu et al. 2021; Zhou, Wang, and Bilinear 2020).

**Models.** Three DNN models ($L = 3$) are ensembled in SLaNT: a 12-hidden-layer, 768-hidden-size Bert-Base-Uncased model, a 12-hidden-layer, 768-hidden-size Roberta model, and a 12-layer, 64-head XLNet (Yang et al. 2019). Among these, the Bert-Base-Uncased model is for predicting the probability matrix required by CL and re-training. The optimization function is AdamW with a momentum of 0.9, and a weight decay of 0.0005.

**Data augmentation.** We use three textual data augmentation ($K = 3$):

- **Dropout**, which generates different sentence vector representations by changing the dropout parameters of the fully connected layer (Srivastava et al. 2014).
- **CBert**, which generates a wider range of substitute words by using words predicted by a bi-directional language model (LM) according to the context (Wu et al. 2019).

### Table 3: $\lambda_u$ used on four datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Symmetric</th>
<th>Asymmetric</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST-2</td>
<td>0.1 0.2 0.3 0.4</td>
<td>0.2 0.4</td>
</tr>
<tr>
<td>SST-5</td>
<td>0.2 0.4 0.6 0.8</td>
<td>0.2 0.4</td>
</tr>
<tr>
<td>Amazon-5</td>
<td>50 150 150 150</td>
<td>25 150</td>
</tr>
<tr>
<td>Yelp-5</td>
<td>25 50 150 150</td>
<td>25 50</td>
</tr>
</tbody>
</table>

- **Text Gen.** a novel text generation approach for long and short text (Bayer et al. 2023).
- **Tuning for $\lambda_u$.** Following the work of MixUp (Zhang et al. 2018), we tune the $\lambda_u \in \{0, 0.2, 0.5, 0.5\}$ by fixing $T = 0.5$ and $\alpha = 0.5$. For all datasets with the noise rate varying from low to high, we find that a higher noise ratio requires a larger $\lambda_u$. Hence, we finally use different $\lambda_u$ for four datasets listed in Table 3.
- **Other hyperparameters:** $T$ and $\alpha$. By tuning $T$ in the range $[0.2, 0.6]$ and $\alpha$ in the range $[0.1, 1]$ with step 0.1, we find SLaNT can achieve relatively good results for all experiments when setting $T = 0.5$ and $\alpha = 0.5$.

Ablation Study
Here, we provide an analysis of our proposed framework SLaNT by removing different components on four datasets. We analyze the results in Table 4 as follows.

Overall, the fully equipped SLaNT outperforms other variants for all test cases, which demonstrates the effectiveness of integrating all the proposed components. Specifically, for different SLaNT variants:

- **w/o augmentation**, where we use no augmentation to predict pseudo-label, the decrease in accuracy suggests that using data augmentation is beneficial for SLaNT. Moreover, we can observe that up to 2.32% can be obtained on SST-5 dataset with symmetric-0.8 noise, respectively.
- **w/o ensemble**, where we use a single model to predict the pseudo label for identified noisy samples. The results suggest that the ensemble of multiple models is better than merely using a single one. The most significant improvements are gained on Yelp-5 dataset with up to 2.63% increase in accuracy for symmetric-0.8 noise.
- **w/o label-confidence**, where we relabel the noisy sample without considering the original label, i.e., set the label-confidence $w$ to 0 in Equation 5. We find that considering label-confidence for noisy sample relabeling is effective for SLaNT, and the best improvements occur on Amazon-5 dataset, i.e., SLaNT increases the accuracy by up to 2.19%.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method/Noise</th>
<th>Symmetric 0.1</th>
<th>Symmetric 0.2</th>
<th>Symmetric 0.3</th>
<th>Symmetric 0.4</th>
<th>Asymmetric 0.2</th>
<th>Asymmetric 0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST-2</td>
<td>SLaNT w/o augmentation</td>
<td>84.31</td>
<td>82.12</td>
<td>80.41</td>
<td>51.84</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o ensemble</td>
<td>83.87</td>
<td>81.71</td>
<td>79.09</td>
<td>51.16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o label-confidence</td>
<td>84.72</td>
<td>82.29</td>
<td>79.92</td>
<td>51.25</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o Mix Up</td>
<td>84.64</td>
<td>82.51</td>
<td>80.78</td>
<td>51.53</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SLaNT</td>
<td><strong>85.28</strong></td>
<td><strong>83.64</strong></td>
<td><strong>82.06</strong></td>
<td><strong>52.47</strong></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SST-5</td>
<td>SLaNT w/o augmentation</td>
<td>50.07</td>
<td>47.12</td>
<td>38.25</td>
<td>25.26</td>
<td>50.16</td>
<td>48.37</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o ensemble</td>
<td>48.93</td>
<td>45.81</td>
<td>37.24</td>
<td>25.70</td>
<td>49.04</td>
<td>45.43</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o label-confidence</td>
<td>49.57</td>
<td>47.63</td>
<td>37.72</td>
<td>24.60</td>
<td>49.81</td>
<td>48.35</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o Mix Up</td>
<td>50.11</td>
<td>46.95</td>
<td>37.28</td>
<td>26.04</td>
<td>49.53</td>
<td>48.10</td>
</tr>
<tr>
<td></td>
<td>SLaNT</td>
<td><strong>51.32</strong></td>
<td><strong>48.96</strong></td>
<td><strong>40.25</strong></td>
<td><strong>27.58</strong></td>
<td><strong>51.73</strong></td>
<td><strong>50.14</strong></td>
</tr>
<tr>
<td>Yelp-5</td>
<td>SLaNT w/o augmentation</td>
<td>60.39</td>
<td>58.13</td>
<td>51.06</td>
<td>36.54</td>
<td>60.52</td>
<td>58.51</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o ensemble</td>
<td>60.45</td>
<td>58.07</td>
<td>50.63</td>
<td>36.32</td>
<td>60.39</td>
<td>57.94</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o label-confidence</td>
<td>61.53</td>
<td>59.26</td>
<td>50.97</td>
<td>37.20</td>
<td>61.74</td>
<td>59.23</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o Mix Up</td>
<td>60.17</td>
<td>58.87</td>
<td>52.34</td>
<td>36.11</td>
<td>60.23</td>
<td>58.92</td>
</tr>
<tr>
<td></td>
<td>SLaNT</td>
<td><strong>61.68</strong></td>
<td><strong>59.72</strong></td>
<td><strong>53.26</strong></td>
<td><strong>38.19</strong></td>
<td><strong>61.97</strong></td>
<td><strong>60.04</strong></td>
</tr>
<tr>
<td>Amazon-5</td>
<td>SLaNT w/o augmentation</td>
<td>59.58</td>
<td>55.98</td>
<td>49.23</td>
<td>38.57</td>
<td>59.92</td>
<td>56.27</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o ensemble</td>
<td>59.72</td>
<td>56.19</td>
<td>50.77</td>
<td>39.04</td>
<td>60.38</td>
<td>55.32</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o label-confidence</td>
<td>60.63</td>
<td>56.34</td>
<td>50.04</td>
<td>39.43</td>
<td>61.07</td>
<td>56.84</td>
</tr>
<tr>
<td></td>
<td>SLaNT w/o Mix Up</td>
<td>60.14</td>
<td>56.17</td>
<td>50.83</td>
<td>38.25</td>
<td>60.43</td>
<td>56.56</td>
</tr>
<tr>
<td></td>
<td>SLaNT</td>
<td><strong>60.95</strong></td>
<td><strong>57.28</strong></td>
<td><strong>52.13</strong></td>
<td><strong>40.89</strong></td>
<td><strong>61.26</strong></td>
<td><strong>57.95</strong></td>
</tr>
</tbody>
</table>

Table 4: Accuracy of ablation study on four datasets.

- **w/o MixUp**, where we re-train relabeled noisy data without using MixUp. The degraded performance proves that combining clean and noisy data for re-training is effective. On SST-2 dataset, SLaNT has the most obvious improvement, i.e., up to 1.28% for accuracy.

**Comparison with Baseline Methods**

We compare SLaNT with baselines on four user comment datasets and report their results in Table 5. Generally, SLaNT achieves the best performance for all test cases and noise rates. For example, even on the high noise rates (Yelp-5 dataset with symmetric-0.6 noise), our method also achieves better classification results (53.26%). Specifically, SLaNT outperforms MW-Net by up to 5.27% and 4.36% of accuracy on SST-5 and Amazon-5 datasets with symmetric-0.8 noise, respectively. This is because MW-Net has no mechanism for correcting noisy labels where it only assigns small weights to noisy samples. Similarly, the main reason for CL’s poor performance is that it discards too many noisy samples when the noise ratio is high which reduces the performance of DNNs. A discernible trend observed from the outcomes on both Yelp-5 and Amazon-5 datasets suggests that the efficacy of Co-meta experiences a decline with an increase in the noise ratio. This phenomenon can be attributed to its estimated parameter update method, which inadvertently leads the label corrector to conform to the noise in the data, thereby compromising overall performance.

Moreover, compared with the results on SST5 dataset, the advantage of SLaNT is more obvious on Amazon-5 dataset. For example, SLaNT achieves 57.28% accuracy under 40% symmetric noise, which is significantly higher than that obtained by DivideMix (56.05%) and Co-meta (55.73%).

**Inside Study**

Based on the accuracy metric, we now perform an inside study to further investigate how SLaNT achieves its effectiveness and mainly try to answer the following two questions:

1. How the SSL strategy performs in SLaNT?
2. How can SLaNT perform better than DivideMix which also follows the similar SSL based pipeline?
Table 5: Comparison with state-of-the-art baseline methods on four datasets.

For the first question, based on Table 5 we plot the accuracy of SLaNT and CL baseline in Figures 3(a), 3(c), 4(a), and 4(c). Note that, no label correction strategy is used in CL, i.e., the identified noisy samples are removed and the DNN model is trained only on the rest samples. So far, we can easily observe SLaNT performs better than CL, and this is because SLaNT which adopts the SSL strategy can fully utilize the noisy samples to achieve better generalization performance while CL cannot. To further study how SSL performs within SLaNT, we then plot the corresponding numbers of removed noisy samples in Figures 3(b), 3(d), 4(b), and 4(d). As shown in these figures, the number of removed noisy samples goes up as the noise ratio becomes high. For example, SLaNT uses more than 150K with symmetric-0.6 and 250K asymmetric-0.8 noisy samples than CL does on Yelp-5 dataset, while 6K around symmetric and 3k around asymmetric noisy samples are ignored by CL on SST-5 dataset.

Similarly, these above figures also suggest that MW-Net has underutilized the potential contribution of noisy samples to the model, as it assigns lower weights to the noisy samples, resulting in it being less effective than SLaNT. Consequently, it is reasonable to conclude that label correction methods generally outperform sample filtering and sample reweighting methods, especially in high-noise scenarios.

To answer the second question, we should be aware of two main differences between SLaNT and DivideMix: (1) The main component for identifying noisy data, i.e., DivideMix uses GMM while SLaNT adopts CL; (2) The relabeling strategy for noisy data, i.e., DivideMix uses two networks to perform label co-guessing without considering the information of original noisy label, while SLaNT relabels the noisy data by combining the original label and the pseudo label predicted by ensemble learning. Then we investigate as follows.

First, we compare the accuracy of SLaNT and DivideMix for identifying noisy data. As shown in Figure 5, SLaNT has higher accuracy than that of DivideMix, e.g. the improvement of accuracy is up to 5.27% on Amazon-5 with symmetric-0.8, which indicates that CL has better performance than that of GMM for identifying noisy data and less errors will be propagated to the following components in SLaNT.
We note several prior works that have been developed against label noise. Another approach, introduced in the form of CleanNet (Lee et al. 2018), involves a joint neural embedding network aimed at minimizing the need for human supervision in label noise cleaning. CleanNet operates effectively with only a fraction of categories verified by human experts, and the knowledge acquired for label noise correction can subsequently be transferred to other classes. All of these methods usually assign small weights to noisy samples which reduce the contribution of noisy samples to the model and degenerate the robustness of DNN.

Data filtering. Another promising area focuses on training with clean data (Northcutt, Jiang, and Chuang 2021; Elkan and Noto 2008; Pleiss et al. 2020). These methods try to identify the noisy data, and then discard them before training the model. Xia et al. (Xia et al. 2021) addressed the uncertainty of losses by adopting interval estimation rather than point estimation. Specifically, they utilized the lower bounds of confidence intervals for losses, derived from distribution-free concentration inequalities, as criteria for data selection. Confident Learning (CL) (Northcutt, Jiang, and Chuang 2021) divided the training data into clean and noisy data then discarded the noisy data before training the model. Elkan et al. (Elkan and Noto 2008) estimated noisy data using positive-
unlabeled learning which is limited to binary classification. AUM (Pleiss et al. 2020) measured the average difference between the logit values for each data assigned class to identify noisy data. However, all of them have a shortcoming. When the noise ratio is high, a significant amount of data would be discarded which reduces the robustness and generalization performance of DNNs. SELF (Nguyen et al. 2020) adopts the idea of self-ensemble to gradually identify the noisy labels and uses the Mean Teacher model (Tarvainen and Valpola 2017) to train DNNs with the entire dataset. However, SELF assumes the correct labels can be viewed as representative to achieve high model performance and no label correction is conducted, which hinders its application to sophisticated scenarios where the noisy labels are not randomly generated.

Data relabeling. These methods try to correct the noisy data and then train with clean data which leverages all the train data. Pnp (Sun et al. 2022b) introduced a straightforward yet highly effective approach where two networks are concurrently trained: one for predicting the category label, and the other for correcting the noise. Mallem et al. (Mallem, Hasnat, and Nakib 2023) first proposed a meta label correction net which needs a set of clean data to relabel noisy data. DivideMix (Li, Socher, and Hoi 2020) used the GMM to identify noisy data and trained two networks to relabel the noisy data. Unlike DivideMix (Li, Socher, and Hoi 2020), we only use multiple networks in the step of relabeling. The final re-training of our framework is merely performed on a single network, which makes SLaNT computationally much lighter. Moreover, both the strategies of noisy data identification and the relabeling in these works are different from SLaNT.

Conclusion and Future Work

In this paper, our primary objective is to enhance the robustness of DNN models when confronted with the challenge of noisy labels in the context of sentiment analysis. To address this issue, we introduce a novel semi-supervised label noise-tolerant learning framework known as SLaNT. SLaNT can train a robust DNN model under noisy supervision through a pipeline of model early stopping, noisy data identification, data augmentation, noisy data relabeling and model re-training. Importantly, our extensive experimentation validates the superiority of SLaNT over current four state-of-the-art methods. In multiple instances, SLaNT achieves significantly improved results, enabling it to be an effective approach for addressing label noise in the domain of text sentiment analysis.

In future work, we are interested in exploring other effective components that can be embedded in SLaNT. We are also interested in adapting SLaNT to other social media scenarios, accommodating the specific characteristics and challenges of different domains.
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