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Abstract
We investigate the performance of large language models (LLMs) fine-tuned with GFT on the TWISCO suicide ideation detection benchmark. Specifically, we aim to answer the following research questions: (i) how does the size and domain of LLM’s pretraining data affect the performance; and (ii) what is the impact of matching the time period of the training data to that of the pretraining data using TimeLMs? To answer these questions, we conduct a large number of experiments comparing six widely used LLMs, plus 12 checkpoints of the same LLM corresponding to different time periods. We fine-tune each of these models with 48 combinations of the learning rate, batch size and number of epochs. We find that (i) the best performing LLM can outperform the previously established baseline by 9% and (ii) performance of TimeLMs varies substantially across different hyper-parameter configurations. However, only 10% of these configurations outperformed a strong baseline model. The time period of the pre-training data did not have much impact on the results, which was surprising given that the language of social media tends to change rapidly over time. Despite the observed improvements over the baseline, these results raise concerns about reproducibility – only a small fraction of the tested configurations outperformed a non-LLM baseline. It is common practice in the literature to run many experiments and report only the best, but this may be risky, especially in critical or sensitive tasks such as Suicide Ideation Detection.

Introduction
Reducing suicide rates is one of the key objectives of the UN’s Sustainable Development Goals for health care\(^1\). An estimated 25–30% of people who die by suicide leave behind a suicide note; however, this figure can be as high as 50% depending on cultural, ethnic, or demographic differences (Shioiri et al. 2005). Previous work has shown that people increasingly turn to social media to express suicidal feelings or intent (Desmet and Hoste 2013; Sueki 2015). Therefore, methods for automated detection of suicide-related discourse online can be important tools in harm reduction and prevention. However, there is dearth of publicly available datasets to support NLP models for this purpose (Schoene et al. 2022). Moreover, this is a complex and multifaceted endeavor that requires input from domain experts (e.g., in psychology, public health).

LLMs have shown remarkable performance on a variety of NLP tasks and benchmarks, including low- and mid-resource settings (Ogueji, Zhu, and Lin 2021; Micheli, d’Hoffschmidt, and Fleuret 2020). The widespread availability of LLMs via model zoos such as Huggingface\(^2\), has reduced the barriers in the access to state-of-the-art models for NLP researchers and practitioners. Off-the-shelf tools with model zoo integration, such as GFT (Church et al. 2022) promise to expand access to non-technical people. However, the performance of fine-tuned models can vary substantially as a function of the choice of hyperparameters (Dodge et al. 2020; D’Amour et al. 2020; Amir, van de Meent, and Wallace 2021), even the time period of pretraining data. For example, Loureiro et al. (2022) observed differences in the performance of LLMs trained on Twitter data from different time periods on a benchmark of social media analysis tasks. However, it is not clear whether similar differences are observed in the task of suicidal ideation detection.

In this paper, we examine the difficulty of choosing the appropriate LLM and set of hyper-parameters for online suicide discourse detection using a small dataset with fine-grained manual annotations due to (Schoene et al. 2022). We conduct a large number of experiments to determine which factors have the greatest impact in real-world deployments. Specifically, we analyze the effects of the LLM’s pretraining data (in terms of source, domain, size and time-period) and the hyper-parameters used for fine-tuning (i.e., batch size, number of epochs and learning rate). Our experiments show that: (i) fine-tuned LLMs can outperform previously proposed models for the task of suicide ideation detection; and (ii) finding the optimal configuration is not trivial since only 10% of our runs outperformed the baseline (Figure 3). These results suggest that practical applications of fine-tuned NLP models still require technical expertise and insight to understand the model’s behaviors. More broadly, our results raise concerns about reproducibility, as it is common practice in the literature to run many experiments and report the best, but doing so may be risky, especially important given the sensitive nature of Suicide Ideation Detection.
Related Work

Suicide Ideation Detection on Social Media Our work is closely related to previous efforts in methods for suicide ideation detection and suicide-related content classification. Collecting annotated data for mental health related tasks is notoriously difficult and suicidal ideation is no exception. Work in this area usually relies on self-reports (Coppersmith et al. 2015), heuristics based on the presence of specific keywords (Du et al. 2018) and phrases (Burnap et al. 2017). While these methods allow for the collection of large datasets, they can also produce a large number of false positives, e.g. where suicide related phrases are used for humor (e.g. the movie is so bad I want to kill myself), to discuss awareness/prevention campaigns, or state facts about the issue. To overcome these limitations others have used human annotation to obtain more fine-grained labels, e.g. on risk-levels (O’dea et al. 2015), distinctions between worrying language and flippant references to suicide (Burnap et al. 2017), or content and affect of suicide related posts (Schoene et al. 2022). Several methods have been proposed to detect suicide intent and ideation, including feature based models with combinations of lexical features (Coppersmith et al. 2015), and psychological and affective features (Burnap et al. 2017). Others have explored deep learning models based on Convolutional Neural Networks (Du et al. 2018), Recurrent Neural Networks (Ji et al. 2018), and Graph Neural Networks (Mishra et al. 2019; Sawhney et al. 2021).

Fine-tuning pretrained Language Models Recent years have seen a rise in the development of pretrained large language models (LLMs) that can induce contextualized representations, such as BERT (Devlin et al. 2019) and GPT-3 (Brown et al. 2020). These models can be fine-tuned with small task-specific datasets and achieve SOTA results on various NLP tasks while being less computationally less expensive. However, fine-tuning pretrained Transformer-based LLMs can be a brittle process (Phang, Févry, and Bowman 2018) that depends on the choice of adequate hyper-parameters (Dodge et al. 2020), and is subject to optimization instability when used with small datasets (Mosbach, Andriushchenko, and Klakow 2020).

Language Change over time There is a rich literature in historical linguistics and the sociolinguistics of language evolution (Labov 2011; Milroy 1992). It has been observed that the performance of LLMs may degrade over time particularly in social media environments where there is a rapid change in linguistic patterns and themes of discussion (Jaidka, Chhayya, and Ungar 2018). There have been attempts to capture such changes in LLMs with dynamic contextualized representations (Hofmann, Pierrehumbert, and Schütze 2021), and by continuously updating models with new data (Loureiro et al. 2022).

Experimental Setting

Corpus We use the corpus introduced by Schoene et al. (2022), which contains 3,977 Tweets related to suicide with annotations by three experts who hold PhDs in psychology. The task is to predict content labels (see Table 1) that go beyond binary expressions of suicide. We investigate the difficulty of fine-tuning LLMs for fine-grained detection of suicide related content on social media for non-technical domain experts. Specifically, we aim to answer the two following research questions:

- **RQ1:** How does the size and domain of LLM’s pretraining data affect the performance of fine-tuned classifiers?
- **RQ2:** What is the impact of matching the time period of the training data to that of the pretraining data of the LLM?

Hyper-parameter fine-tuning To answer these questions, we conduct a large number of fine-tuning experiments on the TWISCO corpus. We compare the performance of several pretrained LLMs across a wide range of hyper-parameter configurations against a strong baseline model based on a Graph Convolutional Neural Network from the original TWISCO paper (Schoene et al. 2022). For each LLM, we evaluate 48 combinations:

- **Epochs:** 10, 25, 50 and 100
- **Batch size:** 1, 16, 32 and 64.
- **Learning Rate:** 0.001, 0.0001 and 0.00001.

We use GFT (Church and Kordoni 2022), a framework that enables easy and fast implementation of fine-tuned LLMs from Huggingface (Wolf et al. 2019), and conducted the experiments on 4 NVIDIA P100 GPUs. The corpus was split into 80% training, 10% validation and 10% test sets and we fix the random seed for reproducibility. To understand the impact of training data size, we have computed the approximate size of each LLM’s training data as shown in Table 2, where we assume 100 bytes per sentence and 280 bytes for Tweets on average.

**RQ1** We chose a variety of LLMs available on Huggingface based on (i) domain (e.g.: mental health), (ii) data source (e.g.: Twitter) and (iii) overall size of the training data.

- **RoBERTa:** a variant of the original BERT model that was trained for longer, without the next sentence prediction task, on 2 English corpora, Wikipedia and the BookCorpus (Liu et al. 2019) \(^3\)

<table>
<thead>
<tr>
<th>Content Label</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facts about suicidality</td>
<td>131</td>
</tr>
<tr>
<td>Suicide discussed philosophically/religiously</td>
<td>309</td>
</tr>
<tr>
<td>Contacts for suicide-related help-seeking</td>
<td>51</td>
</tr>
<tr>
<td>News report, case studies or stories</td>
<td>289</td>
</tr>
<tr>
<td>Humorous use</td>
<td>165</td>
</tr>
<tr>
<td>Content not relevant</td>
<td>3,497</td>
</tr>
<tr>
<td>Expressing own suicidality</td>
<td>443</td>
</tr>
<tr>
<td>Expressing worries about suicidality of others</td>
<td>90</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>3,977</strong></td>
</tr>
</tbody>
</table>

Table 1: Description of TWISCO labels

\(^3\)https://huggingface.co/roberta-base
<table>
<thead>
<tr>
<th>RQ1</th>
<th>Size (GB)</th>
<th>Epochs</th>
<th>BS</th>
<th>LR</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.39</td>
<td>50</td>
<td>128</td>
<td>0.001</td>
<td>0.62</td>
</tr>
<tr>
<td>MentalBERT</td>
<td>28.45</td>
<td>10</td>
<td>64</td>
<td>0.00001</td>
<td>0.62</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>160</td>
<td>10</td>
<td>64</td>
<td>0.00001</td>
<td>0.69</td>
</tr>
<tr>
<td>MentalRoBERTa</td>
<td>163.82</td>
<td>20</td>
<td>64</td>
<td>0.00001</td>
<td>0.67</td>
</tr>
<tr>
<td>Twitter RoBERTa</td>
<td>166.8</td>
<td>10</td>
<td>64</td>
<td>0.00001</td>
<td>0.71</td>
</tr>
<tr>
<td>BioClinicalBERT</td>
<td>260.63</td>
<td>10</td>
<td>1</td>
<td>0.00001</td>
<td>0.48</td>
</tr>
<tr>
<td>XLM RoBERTa</td>
<td>2,500</td>
<td>25</td>
<td>16</td>
<td>0.00001</td>
<td>0.65</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RQ2</th>
<th>Size (GB)</th>
<th>Epochs</th>
<th>BS</th>
<th>LR</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>2019</td>
<td>25.27</td>
<td>10</td>
<td>16</td>
<td>0.0001</td>
<td>0.68</td>
</tr>
<tr>
<td>2020/03</td>
<td>26.44</td>
<td>25</td>
<td>32</td>
<td>0.0001</td>
<td>0.68</td>
</tr>
<tr>
<td>2020/06</td>
<td>27.62</td>
<td>100</td>
<td>16</td>
<td>0.00001</td>
<td>0.65</td>
</tr>
<tr>
<td>2020/09</td>
<td>28.80</td>
<td>10</td>
<td>32</td>
<td>0.0001</td>
<td>0.66</td>
</tr>
<tr>
<td>2020/12</td>
<td>29.97</td>
<td>100</td>
<td>16</td>
<td>0.00001</td>
<td>0.63</td>
</tr>
<tr>
<td>2021/03</td>
<td>31.15</td>
<td>25</td>
<td>64</td>
<td>0.0001</td>
<td>0.65</td>
</tr>
<tr>
<td>2021/06</td>
<td>32.32</td>
<td>100</td>
<td>16</td>
<td>0.0001</td>
<td>0.66</td>
</tr>
<tr>
<td>2021/09</td>
<td>33.5</td>
<td>19</td>
<td>64</td>
<td>0.00001</td>
<td>0.69</td>
</tr>
<tr>
<td>2021/12</td>
<td>34.68</td>
<td>10</td>
<td>32</td>
<td>0.0001</td>
<td>0.63</td>
</tr>
<tr>
<td>2022/03</td>
<td>35.85</td>
<td>100</td>
<td>32</td>
<td>0.0001</td>
<td>0.67</td>
</tr>
<tr>
<td>2022/06</td>
<td>37.03</td>
<td>100</td>
<td>16</td>
<td>0.0001</td>
<td>0.66</td>
</tr>
<tr>
<td>2022/09</td>
<td>47.28</td>
<td>25</td>
<td>64</td>
<td>0.0001</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Table 2: Highest F1 scores for each LLM and the best hyperparameter settings. The size column refers to the size of the pretraining data.

- **Twitter RoBERTa**: RoBERTa variant trained on around 58 million Tweets, developed for the Tweet Evaluation benchmark (Barbieri et al. 2020).
- **XLM RoBERTa**: multilingual RoBERTa variant trained on 100 different languages (Conneau et al. 2020).
- **MentalBERT and MentalRoBERTa**: BERT and RoBERTa variants trained on mental health related Reddit posts (Ji et al. 2022).
- **BioClinicalBERT**: BERT based LLM trained on MIMIC, a database for electronic health records (Alsentzer et al. 2019).

**RQ2** We use 12 temporal checkpoints of the Time-aware tweet LLMs provided by Loureiro et al. (2022). The first LLM was trained on tweets between 2018 and 2019, and subsequent LLMs were retrained and updated in 3 month increments (December 2022 is not available at the time of writing).

**Results**

We conducted 288 and 576 experiments for RQ1 and RQ2, respectively, and present the main results in Table 2. For RQ1, Twitter RoBERTa improves performance over the baseline by 9%, showing that LLMs can significantly improve performance over a strong baseline. The results indicate that the size, source, and domain (e.g.: Twitter and

---

4https://huggingface.co/cardiffnlp/twitter-roberta-base
5https://huggingface.co/xlm-roberta-base
6https://huggingface.co/mental/mental-bert-base-uncased
7https://huggingface.co/mental/mental-roberta-base
8https://huggingface.co/emilyalsentzer/BioClinicalBERT

Figure 1: F1 results for RQ2 depend on learning rate and batch size. Results tend to be poor when learning rate is too large (0.001) or batch size is too small (1), though there are exceptions.

Figure 2: Results for TimeLLMs by time period (RQ2), excluding poor hyper-parameter settings (learning rate of 0.001 and batch size of 1). Only 10% of the experiments perform better than baseline (purple line).
In this work, we have shown that hyper-parameter fine-tuning is important to achieve competitive results in downstream tasks. The best combination improves over baseline by 9%. We find that while there are some settings of the hyper-parameters that beat the baseline, most settings do not. In this way, the standard practice can be misleading and only paint part of the picture. This is especially important to acknowledge given the domain they are used in, where suicide ideation and content detection can have serious real-world consequences. While this work has given some insight into which hyper-parameters are important to achieving competitive results in suicide-related content detection, it has also highlighted the instability of F1 scores. We also acknowledge that our work is limited in that it does not explore how well our results would: (i) extrapolate to other suicide or mental health corpora, (ii) scale to larger datasets and (iii) vary with respect to choice of random seeds.

Conclusions

Figure 3: Density plots of F1 from all RQ2 experiments (black curve). The red curve excludes poor hyper-parameters settings (i.e., learning rate = 0.001 and batch size = 1). Only 10% of the experiments match or improve the TWISCO baseline (purple line).

mental health) of the training data seem to have more impact than size and domain alone. Experiments for RQ2 show that the performance also varies according to the time of the pretraining data. Even though there is no clear pattern, there is almost always a setting that beats the TWISCO baseline (0.62). That said, we are concerned about the standard practice of running a large number of experiments and selecting the best for publication. Figure 1, shows all combinations of learning rates and batch sizes for all the models. It is clear that the first 5 combinations almost always lead to poor results. While the remaining combinations are better, they do not consistently beat the baseline (F1 = 0.62). Figure 3 shows these results in a different way: of the 576 experiments (black line), only 10% are better than baseline (purple line). We can see that the average performance is bimodal, with the first mode associated with poor settings of learning rate and batch size. If exclude the poor settings (red line) most of the results remain below the baseline, indicating that excluding poor settings is not sufficient to ensure improvements over baseline, as shown in Figure 2.
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