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Abstract

On October 27th, 2022, Elon Musk purchased Twitter, be-
coming its new CEO and firing many top executives in the
process. Musk listed fewer restrictions on content modera-
tion and removal of spam bots among his goals for the plat-
form. Given findings of prior research on moderation and hate
speech in online communities, the promise of less strict con-
tent moderation poses the concern that hate will rise on Twit-
ter. We examine the levels of hate speech and prevalence of
bots before and after Musk’s acquisition of the platform. We
find that hate speech rose dramatically upon Musk purchasing
Twitter and the prevalence of most types of bots increased,
while the prevalence of astroturf bots decreased.

Introduction
On October 27th, 2022, Elon Musk, CEO of SpaceX and
Tesla, acquired Twitter for $44 billion USD, becoming the
new CEO and firing many of its top executives (O’Sullivan
and Duffy 2022). The majority of its remaining workforce
left the company in the month following Musk’s purchase,
through both layoffs and resignations (Mac, Isaac, and Mc-
Cabe 2022). Musk claimed he bought the platform be-
cause of its potential as a global online platform that al-
lows free speech (Sato 2022). Prior to the deal, Musk pro-
posed bringing multiple changes to the platform, includ-
ing making its algorithms open-source, loosening content
moderation policies, and reducing the presence of spam
bots on the platform (Sherman and Thomas 2022). Imme-
diately following the purchase, several reductions in content
moderation occurred, including the reinstatement of Donald
Trump’s account (Duffy and LeBlanc 2022), the removal
of a COVID-19 misinformation policy (O’Sullivan 2022),
and the disbanding of the Trust and Safety Council, a board
of organizations that provided guidance on content moder-
ation (O’Brien and Ortutay 2022). Despite these changes,
on November 23rd, Musk claimed hate speech impressions
dropped to a level lower than before his purchase of the plat-
form, following an initial spike directly after the acquisition.
However, he did not reveal the methodology used for hate
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speech detection (Frenkel and Conger 2022). Alongside pol-
icy changes on content moderation, Musk announced that
efforts to combat spam bots have been enacted since the ac-
quisition (Anand 2022).

Given Musk’s promises of less restrictive content modera-
tion, as well as the findings of previous research that indicate
lighter moderation is associated with increased hate speech
on social media platforms (Zannettou et al. 2018; Chan-
drasekharan et al. 2017), we hypothesize that hate speech on
Twitter increased following his acquisition. We use hateful
keywords combined with the Perspective API (Google Jig-
saw 2017) to extract hateful tweets. We examine increases in
hate speech in two ways. First, we extract timelines of a sam-
ple of users who posted hateful tweets one month before and
after Musk’s purchase and measure their daily rates of hate
speech during the same time period. Then, we measure the
overall volume of hateful tweets throughout 2022. Addition-
ally, as Musk highlighted a reduction in bot accounts as one
of his goals for the platform, we hypothesize that the preva-
lence of bots decreased following his acquisition, and assess
whether the prevalence of bots on Twitter changed follow-
ing his takeover. We determine bot scores for accounts that
posted hateful tweets and accounts from the baseline sample
using Botometer (Sayyadiharikandeh et al. 2020) and com-
pare distributions of accounts’ bot scores during two months
before and after Musk’s takeover.

Overall, we find both hate speech and bot scores increased
following Musk’s purchase. While no direct causal relation-
ships between specific changes to Twitter policies or fea-
tures can be inferred from our analysis, we speculate as to
the likely causes of the patterns we document, and discuss
implications of these results for the future of Twitter.

Related Work
Hate Speech and Content Moderation
Previous literature comparing social media platforms with
different content moderation policies can inform how
Musk’s relaxation of moderation will impact Twitter. The
social media platform Gab, which was created as an alterna-
tive to Twitter with fewer restrictions on speech, was found
to have much higher levels of hate speech than Twitter while
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having lower hate speech levels than the Politically Incor-
rect (/pol/) board on 4Chan, a platform with notoriously light
content moderation (Zannettou et al. 2018; Hine et al. 2017).
Moderation on mainstream platforms successfully decreases
hate speech or the growth of hateful communities within
those platforms (Chandrasekharan et al. 2017, 2022). Some
warn it can increase hate speech and toxicity on fringe social
media platforms due to platform migration (Johnson et al.
2019; Horta Ribeiro et al. 2021).

Bots on Twitter
Social bots have a significant presence on Twitter, estimated
to be 9–15% of accounts (Varol et al. 2017). Research found
people struggle distinguishing between bots and humans,
meaning the presence of bots on Twitter may not be ob-
vious to its user base (Cresci et al. 2017). Bots can take
many forms - for example, “astroturf” bots artificially in-
flate support for political candidates, and smear their op-
ponents (Ferrara et al. 2016). Other types of bots include
fake followers, used to build follower counts of profiles,
and spammers, which generate large amounts of posts pro-
moting certain products or viewpoints (Yang, Ferrara, and
Menczer 2022; Sayyadiharikandeh et al. 2020). Bots pose
risks to social media platforms by spreading misinforma-
tion and hate (Uyheng and Carley 2020; Wang, Angarita,
and Renna 2018). Bots have been found to play a role in
discussions of many topics, including COVID-19 (Shi et al.
2020), climate change (Marlow, Miller, and Roberts 2021),
and the stock market (Cresci et al. 2019).

Methods
Hateful Tweet Extraction
To measure changes in hate speech levels following Musk’s
purchase of Twitter, we devise a method to identify hate
speech on the platform. First, we leverage vocabulary as-
sociated with hate groups to identify a set of hateful key-
words with which to pinpoint hate tweets. Given Reddit’s
natural group-centricity, we use known Reddit hate com-
munities as the basis for the hateful vocabularies, presum-
ing that the words extracted will be hateful independent
of the platform on which they appear. We start with hate
speech lexicons extracted from common keywords studied
in Schmitz et al. 2022. We then replicate their methods for
hateful keyword extraction in an additional set of 21 hate
forums, known as subreddits, by collecting the top 100 key-
words from each subreddit using SAGE (Eisenstein, Ahmed,
and Xing 2011). Three human annotators then rated each
keyword as 0 = not hateful, 1 = sometimes hateful, or
2 = always hateful. Words with a cumulative score of 4
or higher were considered hate words. Words below this
threshold were removed from analysis. The usage of the
hateful keywords on Twitter was manually verified to en-
sure they had not taken on different meanings compared to
their usage on Reddit, with differing words being removed.
This resulted in a total of 49 keywords. The hate keywords
and subreddits are found here (WARNING: Contains of-
fensive terms): https://github.com/dan-hickey1/musk-hate-
lexicon. Using these keywords, we collect historical tweets

from the Twitter API for Academic Research. As there is a
limit to how many tweets a user of the Twitter API can col-
lect, we opt to sub-sample hateful tweets that appear on the
platform during 2022 by requesting all tweets that contain
terms from our hate speech lexicon created during five ran-
domly sampled five-minute intervals each day. The intervals
are different each day to ensure we did not select times of
the day more or less likely to contain hate speech, though
this results in a noisier estimate overall.

As the presence of hate words does not guarantee that
the text is hateful, we utilize the Perspective API, a fam-
ily of models for detecting toxic content, to further filter our
data (Google Jigsaw 2017). We focus on tweets that might
threaten the future usability of Twitter, so we choose to filter
on Perspective’s “toxicity” metric wherein a toxic comment
is “a rude, disrespectful, or unreasonable comment that is
likely to make people leave a discussion.” The Perspective
API has been verified on various social media platforms, in-
cluding Twitter (Saveski, Roy, and Roy 2021). We consider
tweets with a toxicity probability >0.7 hateful. Many high-
toxicity tweets were pornographic and not necessarily reflec-
tive of the hate speech we seek to measure. We therefore also
use Perspective’s “sexually explicit” model to filter out this
type of content. We removed tweets with a sexually explicit
probability >0.3. We checked the results of our analyses for
varying combinations of thresholds for both metrics, as well
as removing the thresholds entirely. The results are qualita-
tively similar.

To ensure fluctuations in hate speech are not reflective of
fluctuations in overall user activity, we also sample a base-
line set of tweets collected during the same time intervals.
We used the keyword “thing,” taken from a set of the most
commonly used words (Geoffrey Leech 2001). Ideally, our
keyword should be common enough to be representative of
the activity on Twitter as a whole, though a set of terms that
is too popular will quickly exhaust Twitter API data collec-
tion limits. As the choice of the term is somewhat arbitrary,
we validated it with two other terms from the list, “tell” and
“any,” finding that the weekly volumes of the terms corre-
lated strongly with the “thing” keyword, with Pearson cor-
relations of 0.84 and 0.76, respectively.

Hateful User Timeline Collection
To understand how individual hateful users responded to
Musk’s acquisition, we sampled historical tweets from the
Twitter API for Academic Research, using the hate speech
lexicon described in Section 3.1, at 600 randomly sam-
pled 30-second intervals between October 1st and November

Sample Tweets Users Botometer
Users

Hateful (full
year)

4,437 4,259 4,259

Hateful (user
timeline)

143,542 195 –

Baseline 4,921,740 3,092,173 2,677; 7,907

Table 1: Summary of data statistics
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Figure 1: Hateful users increased their hate speech after
Musk bought Twitter. Proportion of hate words in hateful
users’ tweets over time before and after the purchase. The
inset plot represents the average daily hate speech before and
after the takeover. Black lines in inset plot represent standard
errors; p-value calculated from a Mann-Whitney U test.

29th. Tweets were filtered using the same Perspective met-
rics and thresholds described in Section 3.1. We then col-
lected all tweets from October 1st to November 29th from
each author. Accounts that posted the maximum of 3,200
tweets available via the Twitter API after October 1st were
removed from the sample, as we could not extract their full
history. The number of tweets and users in each sample are
listed in Table 1. Proportions of hate speech in the users’
timelines were then measured in daily bins to track trends.

Bot Detection
To identify bots, we use Botometer, which considers over
1,000 features collected in an ensemble of random for-
est classifiers to predict if Twitter accounts are automated
(Sayyadiharikandeh et al. 2020). Botometer provides an
overall score and predictions for different types of bots, in-
cluding spambots, astroturf bots, and fake followers. We fol-
low recommended guidelines for using Botometer, though
some issues, such as the transient nature of Botometer
scores, are unavoidable in the context of our current study
(Yang, Ferrara, and Menczer 2022).

We assess the Botometer scores for all accounts that
posted hateful tweets. As the Botometer API has rate limits,
we collected Botometer scores of a random sample of ac-
counts before (2,677) and after (7,907) Musk’s acquisition
from the control sample (see Table 1 for a summary of all
data collected). Using the Mann-Whitney U test, we com-
pare the distributions of each type of bot scores of accounts
that posted two months before and after Musk’s purchase.

Results
Hateful users employed more hate speech following Elon
Musk’s purchase of Twitter. Among the set of users who
posted hateful tweets from Oct. 1st to Nov. 29th, the aver-
age proportion of hate speech used per day increased dra-
matically upon Musk’s purchase (Fig 1). Hate speech levels

Figure 2: Overall hate speech on Twitter increased after Elon
Musk bought the platform. Number of hateful tweets sam-
pled during each week in 2022, compared to a baseline of
tweets collected during the same time period. The spike in
March, 2022 coincides with the Canada convoy protests.

immediately after Musk’s purchase quadruple. Qualitatively,
the spike in hate speech is robust to changes in toxicity and
sexually explicit thresholds when selecting users to include
in the sample. After the initial spike in hate speech, the levels
of hate speech tend to still reach levels higher than the high-
est levels from the month before, hinting at a new baseline
level of hate speech post-Musk.
The overall presence of hateful tweets increased. Fig. 2
displays the volume of hateful and baseline tweets sampled
in 2022. While baseline tweets remain stable throughout
the year (with an exception in early 2022 coinciding with
the Canada convoy protests (Soucy 2022)), hateful tweets
increase dramatically following Musk’s takeover. This in-
crease is robust to different combinations of thresholds for
toxicity and sexually explicit content.
The prevalence of most types of bots changed. Fig. 3 dis-
plays relative changes in mean Botometer scores for ac-
counts that posted in two-month periods before and af-
ter Musk’s purchase. Overall, spammer, and fake follower
scores increased for both hateful and control accounts, while
astroturf scores decreased for the control accounts.

As new spam bot interventions require time to be intro-
duced following Musk’s takeover, we checked for differ-
ences in Botometer scores in the period Oct. 27th – Dec.
2nd compared to Dec. 3rd – Dec. 31st. However, we found
no decreases in overall bot scores, rather there were signifi-
cant increases in certain categories of scores. We caution that
this should not be taken as auditing the efficacy of specific
bot-prevention policies.

Discussion
Potential consequences of increased hate on Twitter. Both
analyses we performed show large increases in hate speech
following Musk’s purchase, with no sign of hate speech re-
turning to previous levels. Prior research highlights the con-
sequences of online hate speech, including increased anx-
iety in users (Saha, Chandrasekharan, and De Choudhury
2019) and offline victimization of targeted groups (Lewis,
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Figure 3: Mean Botometer scores before and after Musk’s purchase. Black lines represent standard errors. P-values are calcu-
lated from the two-sided Mann-Whitney U test. *:p < 0.05, **:p < 0.01, ***:p < 0.001, ****:p < 0.0001

Rowe, and Wiper 2019). The effects of Twitter’s moderation
policies are thus likely far-reaching and will lead to negative
consequences if left unchecked.
Is Musk effectively reducing bot presence on Twitter? We
lack sufficient information about anti-bot actions taken on
Twitter to address their individual efficacy. Musk says his
goal is to reduce “spam bots,” but it is unclear if his def-
inition aligns with Botometer’s. Musk may be particularly
concerned about astroturf bots, which could explain their de-
creased presence. This decrease is especially interesting as
it happened during the U.S. Midterm elections, presumably
a period of heightened political bot activity.

A likely explanation for the increase in most types of bots
is a lack of bot moderation due to the large reduction in Twit-
ter’s workforce following Musk’s purchase. If workers who
normally remove bot accounts resigned from Twitter or were
laid off, then bot accounts would be allowed free reign.

Limitations and Future Directions
We document marked changes in hate speech and bot lev-
els on Twitter following Musk’s takeover. However, several
steps remain to understand the future of the platform. Be-
low, we highlight where our current understanding of the
situation is lacking and how it can be improved.
Causal analysis and effects of specific policies. Our work
should not be interpreted as an assessment of specific policy
changes Musk instituted. Our methods cannot prove a causal
relationship between Musk’s takeover and hate speech or bot
levels. Musk’s changes to moderation and bot removal are
poorly documented, so determining their effects is difficult.
Changes in Botometer scores for individual users. While
we collect data from accounts throughout 2022, all Botome-
ter scores were calculated after Musk’s purchase of the plat-
form. As Botometer scores are calculated based on the most
recent information in a user’s profile (Yang, Ferrara, and
Menczer 2022), it is possible user behaviors changed to be-
come more bot-like following Musk’s purchase, which may

not be reflective of their behavior when they authored their
tweets. Additionally, if an account is banned or deleted, we
cannot calculate its Botometer score. Bots being banned af-
ter Musk’s purchase could decrease our estimates of bots
prior to Musk’s purchase.
Visibility of bots on Twitter. While bot scores hint at the
overall presence of bots on the platform, we do not know
the visibility of bots on Twitter. Certain Twitter policies may
have been taken to prevent users from seeing and interacting
with bots without removing accounts. Further analyses on
bot engagement metrics would have to be done to determine
if visibility has changed following Musk’s takeover.
Musk’s impact on human activity on Twitter. As our anal-
ysis of bot activity is relative, it is possible the increase in
Botometer scores is due to humans leaving the platform
rather than more bots joining. This is plausible, as many
users claimed they would leave the platform (Tiffany 2022).
Further research must be done to accurately determine if our
findings are caused by people migrating from Twitter.

Ethics Statement
All data were collected from the public Twitter API; identifi-
able information was removed prior to analysis, minimizing
risks to Twitter users. Our work provides several potential
benefits for society, including an audit of the steps ostensi-
bly being taken to combat harm on Twitter, and a new way to
detect hate speech at scale using commercial APIs as well as
a curated list of hate words. Perspective API, which we use
to classify hate, is run by Alphabet, a competitor to Twitter,
but we believe this does not affect our results.
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