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Abstract

Characterizing the demographics of social media users enables a diversity of applications, from improved targeting of policy interventions to the derivation of representative population estimates of social phenomena. Achieving high performance with supervised learning, however, can be challenging as labeled data is often scarce. Alternatively, rule-based matching strategies provide well-grounded information but only offer partial coverage over users. It is unclear, therefore, what features and models are best suited to maximize coverage over a large set of users while maintaining high performance. In this paper, we develop a cost-effective strategy for large-scale demographic inference by relying on minimal labeling efforts. We combine a name-matching strategy with graph-based methods to map the demographics of 1.8 million Nigerian Twitter users. Specifically, we compare a purely graph-based propagation model, namely Label Propagation (LP), with Graph Convolutional Networks (GCN), a graph model that also incorporates node features based on user content. We find that both models largely outperform supervised learning approaches based purely on user content that lack graph information. Notably, we find that LP achieves comparable performance to the state-of-the-art GCN while providing greater interpretability at a lower computing cost. Moreover, performance does not significantly improve with the addition of user-specific features, such as textual representations of user tweets and user geolocation. Leveraging our data collection effort, we describe the demographic composition of Nigerian Twitter and find that it is a highly non-uniform sample of the general Nigerian population.

1 Introduction

With half of the world’s population regularly logging in, online social media has become central to our daily lives as a tool for communication and information. This global uptake has also made social media an important source of data to study social phenomena, from complementing imperfect official statistics through social sensing (Llorente et al. 2015; Kryvasheyeu et al. 2016; Palotti et al. 2020) to studying the offline social impacts of this new technology (Lorenz-Spreen et al. 2023). An important limitation of social media data for social science research is that for most platforms and in most countries, especially in the Global South, the demographic makeup of the social media population is unknown. Therefore, accurately predicting attributes of social media users is key to performing in-depth analyses of online social phenomena, such as understanding interactions between groups of social media users or examining the representativeness of a given user population (Tufekci 2014).

Over the past several years, a number of methods have been developed to accurately infer the demographic characteristics of social media users. Previous research in this field used supervised learning, relying on labeled user data...
and deriving features from user metadata, text and network information (Preot˘u-Pietro, Lampos, and Aletras 2015; Chakraborty et al. 2017; Preot˘u-Pietro and Ungar 2018; Wood-Doughty et al. 2018; Pan et al. 2019; Wang et al. 2019). When labeled user data is unavailable, external data sources, occasionally combined with rule-based methods, have successfully been employed to infer demographics (Mohammady and Culotta 2014; Culotta, Kumar, and Cutler 2015; Mislove et al. 2011; Liu and Ruths 2013; Karimi et al. 2016). These methods have been applied at scale to map targeted characteristics of social media populations (Mislove et al. 2011; Sloan et al. 2015; Mellon and Prosser 2017). This vast literature relies on a wide array of models and input features; yet, it is unclear which combination generalizes best for population-level descriptions. This is especially true for deployment over a large, unfiltered set of users with limited labeled resources. In this context, rule-based approaches, such as name matching, are often the only cost-effective option but lack coverage.

A promising solution to increase coverage under low-resource constraints is to draw insights from available network information using graph-based techniques. These approaches leverage social media connectivity found in followership or user-to-user interactions to propagate information from labeled to unlabeled users (Wang and Zhang 2006; Kipf and Welling 2017; Gao, Wang, and Ji 2018). While graph propagation proved successful for demographic inference (Speriosu et al. 2011; Li, Xu, and Lu 2015; Kim et al. 2017; Pan et al. 2019), it is yet to be determined what method is most effective with limited resources.

In this paper, we investigate the potential of graph-based propagation in combination with domain knowledge from name-based dictionaries to perform robust demographic inference at scale in a low-resource context. To this end, we evaluate two graph-based propagation models, namely Label Propagation (LP) and Graph Convolutional Neural Network (GCN), on Nigerian Twitter. We find that both LP and GCN largely outperform rule-based and supervised learning approaches while achieving full coverage, even on accounts with low followership or user content. Text-based supervised classification methods do not perform well in this context as the majority of users produce little content. Additionally, we find that LP achieves performance levels similar to the more recent GCN, while being more interpretable. We also find that incorporating user-profile features into a GCN does not improve performance significantly. Finally, we describe the demographic composition of the Nigerian Twitter population and find that it is a highly non-uniform sample of the general population. We therefore make the following contributions:

• A detailed comparison of scalable demographic inference methods in a low-resource context.
• A description of the demographic composition of the Nigerian Twitter population.
• A name matching dictionary to stimulate research in this area, and a modeling pipeline to compare the methods presented in this paper, publicly available at https://github.com/karimlasri/demographic_inference_nigeria/.

2 Background and Related Work

Prior work on predicting demographic characteristics of social media users produced methods for inferring various attributes such as gender (Fink, Kopecky, and Morawski 2012; Kim et al. 2017), age (Wang et al. 2019; Kim et al. 2017; Al Zamal, Liu, and Ruths 2021), ethnicity (Pennacchiotti and Popescu 2011; Preot˘u-Pietro and Ungar 2018; Culotta, Kumar, and Cutler 2015), and occupation (Preot˘u-Pietro, Lampos, and Aletras 2015; Pan et al. 2019). Most existing approaches used supervised learning, deriving features from user metadata, user-generated text and profile pictures (Fink, Kopecky, and Morawski 2012; Chakraborty et al. 2017; Wood-Doughty et al. 2018; Wang et al. 2019). Recent work has also shed light on the informational potential of network features (Li, Xu, and Lu 2015; Aletras and Chamberlain 2018; Pan et al. 2019) as well as data combination and transfer learning (Liu and Singh 2023). In the absence of labeled user data, researchers have resorted to rule-based methods as well as external data sources, such as county demographics (Mohammady and Culotta 2014), website traffic data (Culotta, Kumar, and Cutler 2015) and labeled name dictionaries (Mislove et al. 2011; Liu and Ruths 2013; Karimi et al. 2016). These methods have been applied at scale and provided valuable insights on the demographic composition of social media populations (Mislove et al. 2011; Mellon and Prosser 2017; Sloan et al. 2015). Yet, most of this work has focused on the Global North leaving little labeled data to perform demographic inference in the Global South. Consequently, we lack insight as to the demographic composition of social media populations in the Global South.

One of the few external data sources that are widely available in the Global South are lists of names associated with demographic characteristics, mostly originating from unofficial sources such as baby name websites. To perform demographic inference with this data source, the process consists in matching user names with labeled names and assigning the corresponding demographic characteristics to the matched user. Labeled name lists have long been used for demographic inference in several countries in the Global South, such as Nigeria (Rao et al. 2011) or more recently in India (Chaturvedi and Chaturvedi 2020) and Indonesia (Arafat et al. 2020). The main weakness of name matching is the limited coverage it offers, as not all user names are covered by name lists and not all users disclose their names on social media.

Graph propagation is a promising solution to expand the coverage offered by name matching. This class of methods consists of leveraging the social network structure and propagating information from labeled to unlabeled users. It relies on the homophily hypothesis, which states that users who share similar characteristics are more likely to be connected in a social network (McPherson, Smith-Lovin, and Cook 2001). Label Propagation (Wang and Zhang 2006) is a semi-supervised learning model that uses the graph structure to propagate label probabilities to unlabeled neighbors. This algorithm has been successfully used for social media user demographic inference in various contexts (Speriosu et al. 2011; Li, Xu, and Lu 2015). A more recent algorithm for graph-based propagation is the Graph Convolutional Neu-
Table 1: Summary statistics of the collected data

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Nigerian Twitter users in our dataset</td>
<td>1.83M</td>
</tr>
<tr>
<td>Number of users with geolocation data</td>
<td>1.05M</td>
</tr>
<tr>
<td>Number of labeled names</td>
<td>2.5K</td>
</tr>
<tr>
<td>Number of users covered by name matching</td>
<td>1.08M</td>
</tr>
<tr>
<td>Number of annotated user profiles in our evaluation set</td>
<td>2K</td>
</tr>
</tbody>
</table>

3 Data Description

3.1 Twitter Data

To collect our Twitter dataset, we first used the Twitter Decahose - a 10% random sample of all tweets globally - to identify approximately 1 million users with a profile location in Nigeria. Subsequently, we used the Twitter API to collect their timeline and the timeline of the users they mentioned. A snowball sampling over mentioned users was repeated four times. The first iteration yielded an additional 500,000 users, while the fourth revealed only 266 new users, indicating that the method enabled us to uncover all Nigerian users being mentioned by other users. In total, we gathered a dataset of about 1 billion tweets posted since January 2009 from the timelines of about 1.8 million users with a profile location in Nigeria. Recent estimates suggest that Nigeria has about 3 million Twitter users according to a recent report of the fact-check organization Africa Check (Okpi 2021). Additionally, Twitter documentation estimates that about 30-40% of tweets are posted by users with an identified profile location, which indicates that our dataset provides an excellent coverage for these users (Table 1).

For all users, we also collect their their profile information as well as the list of their followers (the users they follow). User-level text data includes screen names, names, descriptions and all tweets, retweets and quoted tweets.

3.2 Name Dictionary

Following Rao et al. (2011), we collect a list of approximately 2,500 Nigerian first names from baby name websites distinguished by ethnicity and gender. Name lists are rare for minority ethnic groups; hence, we necessarily restrict our analysis to the four ethnic groups that represent the majority share (70%) of the Nigerian population, that is Hausa, Yoruba, Igbo and Fulani. Due to shared-religion naming conventions, Hausa and Fulani name lists are combined resulting in three distinct ethnic groups: Hausa-Fulani, Igbo and Yoruba. Because religion intersects significantly with ethnicity, we are able to derive religion labels from the predominance of Islam in the Hausa-Fulani community (95%) and Christianity in the Igbo community (98%)1. For the Yoruba community, which is 55% Muslim and 35% Christian, we reviewed and labeled first names based on local knowledge. For ambiguous cases where a name can be matched with many classes, as is the case with gender-neutral names, we assign scores based on their proportion when available2. Otherwise, we assign equal scores for possible classes.

3.3 Evaluation Set

To our knowledge, there is no publicly available labeled dataset for demographic inference on Nigerian Twitter. For evaluation, we randomly sample and label 2,000 Nigerian Twitter users for:

- **ethnicity** (Yoruba, Igbo or Hausa-Fulani)
- **religion** (Muslim or Christian)
- **gender** (Female or Male)

We choose to focus on majority sub-groups, for which there exists a wealth of resources. While this de facto excludes non-binary individuals, minority ethnic groups and traditional faiths, inference on these targeted groups is more likely to yield high accuracies and produce reliable predictions, as demonstrated by our name-matching strategy in §4.2. We further justify our choice in the Ethical Statement. Additionally, we tag accounts based on whether they belong to an organization or not to prefilter our test set at inference time.

The labeling was undertaken by a team of 4 Nigerian experts representing all major ethnic groups and with equal gender representation. Each user account was labeled by at least two annotators and disagreements were arbitrated by a third annotator. Cases with three labels and no majority label led to a team-wide discussion until an agreement was found. Our inference pipeline therefore relies on domain expertise and is specific to a population where names hold a strong signal for predicting the targeted demographic traits. Outside of this scope, this can be untrue and needs to be checked with experts at all times.

For ethnicity, gender and religion inference, we remove all users that do not have a label matching our target classes. Such cases correspond to accounts which were identified as belonging to an organization (9.8% of the test set), accounts for which the targeted attribute is hard to infer from the user’s profile, or accounts that belong to a minority subgroup that we do not incorporate in our models. This results in a total of 1,599, 1,746 and 1,757 evaluation labels for ethnicity, religion and gender, respectively.

3.4 Descriptive Statistics

---

2Gender proportions are available for the 1000 most popular Nigerian names at: https://forebears.io/nigeria/forenames
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User Activity Fig. 2, displays the cumulative proportion of users in our evaluation set as a function of their number of followees—that is the accounts they follow—and their number of tweets. We observe that close to 60% of users have fewer than 50 followees, with nearly 30% of users having fewer than 10 followees. This a priori makes our setting particularly challenging as we wish to rely on this connectivity information for all users without prefiltering. We also discover that more than 40% of users published less than 50 tweets. As we do not filter users based on their tweeting activity, this in principle should make text-based classification an arduous task. Indeed, previous studies impose a lower bound at 50 tweets to classify users based on the content they post (Fink, Kopecky, and Morawski 2012; Preotiuc-Pietro, Lampos, and Aletras 2015).

Demographic Composition of Nigerian Twitter Based on findings from previous work (Okpi 2021) and the size of our user database, we estimate the share of Nigerians on Twitter to be approximately 1% of the general population. Next, we derive the demographic composition of the Nigerian Twitter population using the labeled random sample of users described earlier and present the results in Fig. 3.

Our first finding is that the Christian South is over-represented and the Muslim North is under-represented in the Nigerian Twitter population. Indeed, the share of Christian and Muslim users are respectively of 79.5% and 20.5% on Twitter when they amount to 45.9% and 53.5% in the Nigerian population. Together, the Yoruba and Igbo ethnic groups, mostly located respectively in the South-West and the South-East, amount to around 80% of the Nigerian Twitter population and represent the double of their share in the general population. On the other hand, the inverse is true for the Hausa-Fulani ethnic group, mostly located in the North. Our second main finding is that men are over-represented on Twitter with 72% of Twitter users. Finally, we find that Twitter users are almost exclusively located in large urban areas, with 57% in Lagos alone, and with more than 80% located in four large Southern cities, namely Lagos, Abuja, Port Harcourt and Ibadan. Both the over-representation of men and populous areas are in line with the findings of Mislove et al.

Note that for ethnicity, around 10% of users in our random sample, not displayed here, belong to minority subgroups.
Table 2: Examples of class-specific words picked from the 200 most prototypical tokens for each demographic attribute and each class. Class-specific words only represent a fraction of the most prototypical words and may convey negative stereotypes.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Target Class</th>
<th>Prototypical Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethnicity</td>
<td>Igbo</td>
<td>'ugwu.', '#biafra', '#freebinafra', '#nnamdiakatu', '#ipob', 'onye', 'ndi', '#peterob4president2023', 'ezc.', 'ozo', '#peoplerescuing'</td>
</tr>
<tr>
<td></td>
<td>Yoruba</td>
<td>'eknosina', 'onajja s.', '#hadasosulu', 'olorun', '#ita', 'babatunde`s', 'gbugbo', 'temilolu', '#enkuru!', '#to.', '#ba', 'oro', 'je', 'ore', 'ayodele', '#femisolar'</td>
</tr>
<tr>
<td></td>
<td>Hausa-Fulani</td>
<td>'daga', 'wannan', 'magana', 'kyau', 'sanu', 'kuma', 'mutane', 'ruwa', 'altaah', 'alhamdullilah', 'bakin', 'suratul'</td>
</tr>
<tr>
<td>Religion</td>
<td>Christian</td>
<td>ernest', 'jonah', 'obi', 'amen!!', 'onitsha', 'enugu', 'catholic', 'harcourt', 'priet', 'testimonies', '#fuchsalespoint', '#femisolar', '#rpn', 'knowxup'</td>
</tr>
<tr>
<td></td>
<td>Muslim</td>
<td>'daga', '#quran', 'wannan', 'altaah', 'hadith', '(saw)', 'duniya', 'ameen', 'wallahi', 'allah', 'mahammad', 'shuraim.', '#goforcompetence', '#fire', 'babatunde`s', 'saururi', '#najatunnee', 'aragon'</td>
</tr>
<tr>
<td>Gender</td>
<td>Male</td>
<td>shuraim.', 'wh', 'sportmasta<code>s', 'babatunde</code>s', 'hospitality!', '#hustle', 'dominance', '#euro2020', '#halamadrid', '#goforcompetence', '#knowxup', 'money'</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>'braid', 'dresses', 'shop', 'face', 'wigs', 'glow', 'ship', 'slay', 'makeup', 'awww', 'etsy', 'omg', 'baby', 'dress'</td>
</tr>
</tbody>
</table>

Table 3: Accuracy and coverage of our name matching method on our held-out test set. The accuracy on the whole dataset is obtained by multiplying the above two metrics.

<table>
<thead>
<tr>
<th>Ethnictiy</th>
<th>Gender</th>
<th>Religion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.84</td>
<td>0.93</td>
</tr>
<tr>
<td>Coverage</td>
<td>0.51</td>
<td>0.46</td>
</tr>
<tr>
<td>Acc. on whole</td>
<td>0.46</td>
<td>0.43</td>
</tr>
</tbody>
</table>

As seen in Table 3, the name matching strategy yields robust performance on covered profiles. We further note that knowledge from this rule-based technique is imperfect, as we might not be capturing all ambiguous cases in our dictionary. Additionally, the matching procedure can lead to failures, especially when matching irrelevant short names which can accidentally appear in longer user names and pseudonyms. Most importantly, the matching only delivers partial coverage across classes, especially so for gender due to the non-negligible number of unisex names in our name database. We seek to address this issue by combining the matched names with graph-based propagation to infer attributes of other users.

4.3 Text-Based Classification

Our text-based approach builds on the knowledge collected from our name-matching approach. It consists of training models on users covered by the latter and testing them on a held-out test set of around 2,000 users.4

Note that we filter out accounts which belong to organizations and minority groups, or for which it is difficult to assign a label, keeping a sample size of 1.6K to 1.8K users for each classification task, as mentioned in §3.3.
We resort to unigram-based count vectors rather than contextual representations from state-of-the-art pre-trained language models as currently there is no such model tailored to Nigerian Pidgin English, the main language in our tweets as discussed in §3.4. Collected tweets are converted into a unigram dataset which is further processed to create the following text-based features: simple occurrence counts for tokens, binary counts (i.e., a vector simply indicating the presence or absence of each token in a user’s tweets) and tf-idf features. The vocabulary is filtered by removing stopwords and using a frequency threshold, i.e., we prefilter unigrams to keep only those which are used by at least 1,000 users. We then apply different feature selection techniques concurrently to select and retain the most relevant unigram features for each classification problem. As Table 3 shows, our name matching predictions are accurate overall, hence we use them as ground truth for feature selection. First, we try mutual information and chi-squared feature selection algorithms, selecting the top 200 features for each target class. We also employ a feature selection method described in previous work which yields prototypical words for each class (Pennacchiotti and Popescu 2011). For each token and each class \((t, c)\), we compute a prototypicality score \(s(t, c) = \frac{|t\cap c|}{|c|}\), that is the ratio between the frequency of \(t\) associated with class \(c\) and the frequency of \(t\) regardless of the output class. The top 200 most prototypical words for each class are selected to build the feature vector. We display a sample of such features in Table 2.

We find that users from each ethnic group disproportionately use words in the language of that ethnic group (e.g., ‘ugwu’, ‘onye’, ‘ndi’ for Igbo; ‘enikure’, ‘tó’, ‘bá’ for Yoruba; ‘daga’, ‘wannan’, ‘magan’ for Hausa-Fulani). First names specific to a given group are also disproportionately used by users from that group, both for ethnic (e.g. Femisolar, Eksola, Babatunde for Yoruba) and religious groups (e.g. Ernest, Jonah for Christians). Igbo users stand out by their focus on politics, with use of words related to the Biafra region, mostly populated by Igbos, as well as mentions of the Igbo presidential candidate Peter Obi and the Biafran activist Nnamdi Kanu. Finally, while Islam-related words are overrepresented in tweets posted by Muslims (e.g. ‘quran’, ‘allah’), we find that Christians employ more words related to places where many Christians live (e.g. Onitsha, Anambra, Port Harcourt) or connected to Igbo people (e.g. Obi) who are in great majority Christian. Regarding gender, we find that some of the most prototypical tokens convey negative stereotypes, both for women (e.g. ‘dresses’, ‘makeup’) and men (e.g. ‘dominance’, and references to football). This exposes how harmful supervised text classification can be if features are not interrogated for fairness. This approach also picks up spurious tokens among the prototypical tokens which are not related nor specific to a group (e.g. ‘text:@vanguardngrnews’, ‘#loveandships’). We also find that around 15% of users make use of prototypical tokens, which greatly limits their predictive power for the whole population.

In what follows, we use the notations Unigram+Chi2, Unigram+MI, and Unigram+Proto to respectively refer to the set of features obtained using chi-squared, mutual information and prototypical textual feature selection. For each set of features, we train three supervised models: a support vector machine classifier, a random forest classifier and a light gradient boosting machine classifier.

![Homophily matrices for each user attribute](image)

**Figure 4**: Homophily matrices for each user attribute. For users of a given class, each row represents the mean share of all classes among their connected users (followers and followees).
Propagation (LP) throughout this article. This algorithm departs from a set of labeled nodes and propagates this information to unlabeled users linearly from their neighborhood, that is users which they follow or which follow them. It assumes that each data point’s label can be linearly retrieved from its neighborhood. For each demographic characteristic, we initialize a scores matrix \( S^{(0)} \) in which we assign an initial score to each of our users, and for each of the \( n_c \) output classes. Denoting \( n_u \) the total number of users,

\[
\forall i \leq n_u, c \leq n_c, \begin{cases} 
0 \leq S^{(0)}_{i,c} \leq 1 \\
\sum_{c \leq n_c} S^{(0)}_{i,c} = 1 
\end{cases}
\]

To initialize this matrix, we use the name matching scores described in §4.2. We additionally initialize a weight matrix \( W \in \mathcal{M}_{n_u \times n_u}([0, 1]) \) as a binary matrix using followership information, where

\[
W_{i,j}^b = \begin{cases} 
1 & \text{if user } i \text{ follows user } j \\
0 & \text{otherwise}
\end{cases}
\]

We further compute a symmetric followership-based matrix \( \tilde{W} = W + W^\top \), assuming followership can be informative in both ways under our homophily assumption.\(^5\)

We finally normalize the rows of this matrix so that \( \forall i \leq n_u, \sum_{j \leq n_u} \tilde{W}_{i,j} = 1 \).

At each iteration \( t \), we update \( S^{(t)} \) as follows:

\[
\forall i \leq n_u, S^{(t+1)}_{i,c} = \alpha \tilde{W} S^{(t)} + (1 - \alpha) S^{(0)}
\]

In practice, we use \( \alpha = 0.5 \). We repeat this procedure until convergence, at iteration \( t_f \), and compute the prediction for each user \( i \) as \( y_i = \arg \max \{ S^{(t_f)}_{i,c} \} \).

This approach is appealing due to its simplicity. It builds on the homophily assumption (McPherson, Smith-Lovin, and Cook 2001), stating that users with demographic characteristics share edges in the followership network. As we depart from labels derived from our name-matching procedure, we report how homophilic users with names are with respect to our considered target attributes in Fig. 4. We observe that overall, users share their attributes with the majority of their connections, except for women. In this specific case, recall that our description of Twitter users displayed in Fig. 3 revealed a strong imbalance among users, with 72% of men among Nigerian users. The latter seems mirrored in our averaged homophily measures, even among women’s connections. We further note that Muslims in turn do show strong homophily despite the strong imbalance between Muslims and Christians among users.

### 4.5 GCN with Multiple Features

Lastly, we make use of Graph Convolutional Networks (Kipf and Welling 2017). This model allows us to integrate both adjacency information and node-level information, combining features derived from user profiles with the followership network. By combining content-based and graph-based data, we expect to benefit from the advantages granted by both information sources. The model is initialized using the followership matrix introduced in §4.4, used for layer-wise propagation. The network is also fed with a node-level feature vector. Specifically, we concatenate several feature vectors representing the different information sources that we have access to. First, we input the final label propagation scores vector that were obtained in the previous section. We add user-level text features described in §4.3, and include geolocation information by projecting user geolocation into 34 localities. As seen in Table 1, we only have access to this information for 1.05M users, so we add an extra ‘Unknown’ locality and one-hot encode the resulting information into a 35-dimensional vector. Finally, we leverage information from the followership network to design vectors representing prototypical accounts for each class. To do so, we compute prototypicality scores using the same procedure used to select our textual prototypes, as described in §4.3. For each class, we keep the 200 most representative accounts based on these prototypicality scores, computed using the followership matrix, and append the resulting vectors to the features previously described.

## 5 Results

We report our classification results in Table 4. In addition to the accuracies of our various models, we display the majority baseline to represent the performance reached by a classifier which always predicts the most represented class among users.

### 5.1 Text-Based Classification

In Table 4, we display the performance of the best of our three classifier models using text-based features.\(^6\) Models based on unigram data from users fail to outperform the majority baseline, achieving little to no improvement, on the contrary to previous studies (Fink, Kopecky, and Morawski 2012). This could be due to limited preprocessing of users based on their activity, as our goal is to infer demographic attributes for all users in our sample. Indeed, as displayed in Fig. 2, many of our users have limited posting activity. This might be due to reduced activity, as our goal is to infer demographic attributes for all users in our sample. Indeed, as displayed in Fig. 2, many of our users have limited posting activity. This could explain why our textual features are insufficiently predictive in our context despite the meaningfulness of some

\(^5\)We first tested our models using only directed information, that is a followers-only and a followees-only matrix and our results were slightly better using the symmetric version.

\(^6\)We do so for conciseness purposes, as the three classifiers introduced yield similar performance on each set of feature, close to the majority baseline.
Figure 5: Accuracy of the Label Propagation method as a function of the number of connections of our prototypical words. We further note that prototypical feature selection allows us to gain performance on the ethnicity classification problem, but not for the two other classes despite extracting meaningful features. This indicates that limited posting activity contains ethnicity-specific content for a share of the users.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Ethnicity</th>
<th>Gender</th>
<th>Religion</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1-score (weighted)</td>
<td>0.78</td>
<td>0.79</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 5: Accuracy and weighted F1-score for the Label Propagation model

5.2 Followership-Based Label Propagation

The LP method coupled with our name matching procedure yields robust performance on all three targeted user attributes, thereby substantially outperforming the majority baseline. This finding is striking: in addition to being simple and interpretable, LP is robust and achieves competitive results.

As displayed in Fig. 5, the performance of this method is robust even for users with few connections. We note a slight decrease in performance for very low number of connections ($\leq 30$) when predicting ethnicity and religion, but the latter is small. While the accuracies reached are lower than those obtained using name matching, its wide coverage makes it more suited for our large-scale inference scenario as it can be applied to all users in our sample. Additionally, the algorithm’s coverage and performance are stable for all targeted attributes after only two iterations. The wide coverage of our name matching procedure might be key to this quick convergence, along with connectivity properties of the followership graph which will require further investigation.

5.3 Graph Convolutional Network

While our GCN model integrates both followership information and several node-level features described in §4.5, we further note that it does not outperform LP. While textual features did not seem to improve performance above a majority baseline, this would not necessarily be true for other features included in our GCN model, such as geolocation. The fact that such features did not improve performance seems to indicate that the network relies mostly on our label propagation scores, while failing to leverage additional information found in the geolocation data of users. This in turn shows that the most crucial information for predicting our target classes arises from the homophily of users, captured by the connectivity of our extracted graphs. While only displaying one score in our figures and tables for this model type, we tried several combinations of input representations, by only keeping one or several of the features described in §4.5. The scores displayed in this paper are those resulting from the combination of all features, as removing some of them didn’t sensibly change our results; the label propagation scores bear most, if not all of the information leveraged by our GCN.

To account for class imbalance, we additionally compute the weighted F1-score of our best-performing model LP in Table 5. Little difference between these two performance metrics shows that our model seems to equally handle all classes regardless of their respective shares, adding to its robustness in this large-scale, low-resource and imbalanced setting.
6 Discussion
Throughout this paper, we attempted to infer demographic attributes in a peculiar and challenging setting, as our objective is to make predictions for every user in our large database, regardless of their level of activity. Previous work focused mostly on inferring attributes on a carefully designed set, generally pre-filtered so that users bear sufficient information for supervised approaches to function. As an example, some previous studies only kept users with more than 50 tweets (Fink, Kopecky, and Morawski 2012; Preotiuc-Pietro, Lampos, and Aletras 2015). In our scenario, it is rather desirable to elicit a method which is robust even for users with low activity, that is with a limited number of posts or connections. Our results shed light on (i) the limitation of text-based features in this scenario and (ii) the richness of followership information, even when the number of connections to other users is very limited ($\leq 10$) and for users who do not display their real name.

Despite using little data preprocessing, we are able to achieve performance that is competitive with previous work addressing our three target classes: ethnicity (Pennacchiotti and Popescu 2011; Culotta, Kumar, and Cutler 2015), gender (Al Zamal, Liu, and Ruths 2021; Fink, Kopecky, and Morawski 2012; Culotta, Kumar, and Cutler 2015; Mueller and Stumme 2016; Kim et al. 2017) and religion (Chaturvedi and Chaturvedi 2020). Hence, our combination of name-matching with label propagation can be applied in a large-scale real-world setting as long as a large share of users is covered by the rule-based matching, and the homophily hypothesis holds for the targeted attributes.

Our results should also draw awareness among users since making little information public, by not publishing much and not displaying their real name, does not prevent the inference of their attributes, as long as they provide reliable followership information to users sharing certain attributes.

7 Conclusion
Throughout this work, relying on a variety of features, we have compared different classification methods for large-scale inference of demographic attributes of social media users. We have shown that followership information can be leveraged to propagate targeted user attributes inferred using rule-based name-matching, a technique that requires little labeling efforts. The originality of our favored approach lies in solving our classification problems in a low-resource scenario. Indeed, we only annotate a set of 2,000 observations for testing purposes. We show that this technique performs well even for users with few followers and followees, making it appealing for inference at scale. Our ability to achieve high performance is a direct reflection of the homophily hypothesis, which holds for Nigerian Twitter users for our targeted attributes. Additionally, we demonstrate that text-based data-driven approaches not only pick up on undesirable stereotypical or spurious features, but also fail to provide key information overall to infer our targeted attributes of users with low activity. Lastly, we show that while integrating graph-based information and node-level features in a graph convolutional network bears promises, it does not significantly outperform label propagation technique, highlighting the effectiveness of this simple method in this context.

8 Future Work
Our work paves the way to a better understanding of conditions under which Label Propagation can be robustly deployed to infer attributes of social media users. While we covered a broad set of models and features, additional fine-grained analyses of network connectivity properties are required, to gain a deeper understanding of the amount of information required for propagation. For instance, future work could investigate how the initial amount of labeled users affects the algorithm’s ability to achieve robust performance. Additionally, one could build on our observations that textual features are not well-suited when a large share of users have little published content. In particular, it would be interesting to investigate how different thresholds on users’ posting activity affect text-based methods. Furthermore, the observation that data-driven prototypical unigram feature selection yields stereotypical associations calls for increased scrutiny into how such approaches bias text-based models in a way that discriminates unfairly. Another important avenue for future work would be to implement a model that is able to discriminate accounts that belong to organizations from those of users, based on information similar to that used in this paper. Finally, we note that we get fairly robust performance without having applied or built any bot detection model to our user database. More work is required to understand the extend to which discriminating bot accounts beforehand could affect the results of our demographic inference pipeline.

Ethical Statement
Addressing the previously unknown, we describe Nigerian Twitter and highlight that interpretable and fair algorithms can provide comparably high performance to more advanced but less transparent and potentially more biased methods. Broadly speaking, beyond describing Nigerian Twitter, we expect that the utility of this approach will be evident in future work that relies on demographic inference to evaluate policy impact. Yet, we acknowledge that our approach, as well as broader research aimed at inferring demographic attributes of users, may raise several ethical concerns. For instance, the tools developed can be used for profiling purposes in pursuit of malicious objectives. Due to the accessibility of available tools and the high risk of re-identification (Rocher, Hendrickx, and De Montjoye 2019), the data used for development and evaluation may be sensitive and require confidentiality.

Moreover, we are aware that name-based demographic inference may disproportionately misclassify minority groups and individuals which can have serious empirical and ethical consequences, as extensively discussed in Lockhart, King, and Munsch (2023). In this work, we only provide a modeling pipeline aimed at accurately inferring demographic traits of social media users and thus remain agnostic on the usage of such tool. In doing so, we leave it to
practitioners and researchers who wish to incorporate such information in their analysis to estimate whether their work is ethically desirable. It is our responsibility, however, to draw attention to a number of critical points and limitations, which should be taken into account when evaluating whether future work building on our methods is ethically justified. In the following, we build on the suggestions formulated by Lockhart, King, and Munsch (2023).

First, our method produces attributes based on external ascriptions, and therefore should be used in case studies where one is interested in external ascription, e.g. how social media users perceive each other, instead of focusing on a user’s true sense of self-identity. Additionally, our method builds on labels produced and revised by local domain experts who have a strong knowledge of the extent to which names or profiles signal certain traits, as described in §3.3. Labels assigned without such precaution might not be as accurate and produce erroneous inferences. We try to limit subjective judgements and individual biases in the annotation process by duplicating the labeling task among our four experts and by making sure disagreements are arbitrated. This however does not impede unfair biases being shared by all of our annotators, despite their level of expertise. Further, for each demographic attribute, we limit ourselves to traits which can be retrieved from a user’s name with high accuracy in a given population, as demonstrated by our name matching results. In doing so, we fail to capture a variety of subgroups, including non-binary individuals, ethnic minorities, and traditional faiths, as resources are lacking for these groups which could result in developing poorly performing models. This draws a limitation of our approach: while providing accurate predictions at the aggregated level, it disregards minority subgroups, which limits inclusivity. Any downstream usage of methods or data similar to ours should take this limitation into account. Finally, as our pipeline is accurate at an aggregated level, downstream applications relying on similar data should preferably make use of demographic predictions at the group level, as individual predictions might contain erroneous associations which could add confounds to the modeling pipeline.
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