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Abstract
Understanding an online argumentative discussion is essen-
tial for understanding users’ opinions on a topic and their un-
derlying reasoning. A key challenge in determining the com-
pleteness and persuasiveness of argumentative discussions is
to assess how well arguments under a topic are connected.
Online argumentative discussions, in contrast to essays or
face-to-face communication, challenge techniques for judg-
ing argument relevance because online discussions involve
multiple participants and often exhibit incoherence in reason-
ing and inconsistencies in writing style.
We define relevance as the logical and topical connections be-
tween small texts representing argument fragments in online
discussions. We provide a corpus comprising pairs of sen-
tences, each labeled with argumentative relevance between
the sentences in it. We propose a computational approach re-
lying on content reduction and a Siamese neural network ar-
chitecture for modeling argumentative connections and deter-
mining argumentative relevance between texts.
Experimental results indicate that our approach is effective
in measuring relevance between arguments, and outperforms
strong and widely adopted baselines. Further analysis demon-
strates the benefit of using our argumentative relevance en-
coding on a downstream task—predicting how impactful an
online comment is to a certain topic—over an encoding that
does not consider a logical connection.

Introduction
Online argumentative discussions are often unproductive
due to repetitive or discursive information (Risch and Kres-
tel 2020). They raise challenges in understanding people’s
opinions and how they relate to each other. Whereas most
existing work investigates a specific aspect of online argu-
ments, such as classifying argument components or predict-
ing convincingness (Guo, Zhang, and Singh 2020), our work
aims at a fundamental and general problem in computational
argumentation and information retrieval: relevance model-
ing (Fan et al. 2021). Accordingly, we propose a general
measurement and representation of relevance between argu-
ments from both topical and logical perspectives.

We posit the notion of argumentative relevance to rep-
resent how a sentence relates to a preceding sentence in an
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argumentative discussion. Given a topic, suppose a first sen-
tence and a second sentence arise under that topic in an
online discussion. Then, the second sentence is argumen-
tatively relevant to the first sentence if the second sentence
(1) has a reasoning connection to the first sentence and (2)
addresses a specific point raised by the first sentence.

Argumentative relevance is beyond just topical relevance,
which involves specificity (Dessalles 2016; Durmus, Lad-
hak, and Cardie 2019a), cogency (Wachsmuth et al. 2017a;
Lauscher et al. 2020), and inheritance (Dung and Son 2001).
Therefore, measuring argumentative relevance raises new
challenges beyond existing semantic similarity measure-
ment, such as general sentence embeddings, which cannot
distinguish whether two sentences are purely topically rele-
vant or are relevant in both topical and logical senses.

Modeling and determining the relevance of arguments in
online discussions brings up challenges beyond those for ar-
guments in other forms. In contrast with essays and scien-
tific reports in which arguments are constructed by a sin-
gle author and are elaborate and coherent, online argumen-
tative discussions are open dialogues where texts are casu-
ally produced by multiple interlocutors. Arguments in online
discussions are short and comprise informal texts with few
transition clues. Therefore, determining and modeling argu-
mentative relevance between social media texts goes beyond
argument mining from essays. Section describes key traits
of online arguments further with examples.

Measuring relevance between arguments can facilitate
downstream tasks such as assessing the quality of argu-
ments. Whether a topic or issue is argued in depth can be
determined by whether an argumentation scheme (Walton
and Reed 2003) is sufficiently fulfilled in a discussion. A
chain of reasoning is an important dimension for evaluating
arguments. In many online platforms, although every argu-
ment is related to a topic, the chain of reasoning (i.e., how
these arguments are related to each other and form a chain
of reasoning) remains understudied (Schneider, Davis, and
Wyner 2012). On social media, if a post is argumentatively
relevant to (e.g., supported or opposed by) multiple other
posts, it may be considered a sufficiently discussed point. In
this case, identifying whether two pieces of text show argu-
mentative relevance is a fundamental step toward identifying
chains of reasoning and thus argument evaluation.

We address the following research questions in this work.
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Measuring How can we identify relevant arguments—i.e.,
those that are coherent in reasoning and relevant in
topic—from argumentative discussions on social media?

Representing How can we computationally detect and rep-
resent relevance between arguments?

Applying How does measuring argumentative relevance fa-
cilitate other tasks where the topical and logical relevance
of arguments matters?

Motivating Examples and Traits
We draw posts from an online debate platform, Kialo,1 as
our examples. In each example below, Sent.A and Sent.B are
from two posts by different interlocutors.

Trait 1: Distribution Arguments involve reasoning across
multiple textual segments.

Unlike in the essay setting, in online argumentative dis-
cussions, segments representing different components of an
argumentation schema may appear distributed across differ-
ent posts, possibly originating from different interlocutors.
Although each segment individually is not an argument, the
segments together form argumentative structures under their
specific context.
• Sent.A [Men and women are different.]
• Sent.B [Men and women have different brains and are

genetically different.]
Neither Sent.A nor Sent.B is an argument but rather a claim
if examined individually. However, Sent.B is a premise of
Sent.A under the topic “Gender stereotyping children needs
to stop.” In such cases, argument mining needs to go beyond
the sentence level to retrieve and relate the two sentences.

Trait 2: Implicitness Linguistic indicators for logical
connectives are implicit in turn-taking online arguments.

An argument is conventionally structured as having a
main claim (i.e., conclusion) and a set of premises lead-
ing to the conclusion. Depending on the specific argumen-
tation schema, an argument may potentially include com-
ponents such as a warrant or a rebuttal (Toulmin 1958).
However, identifying arguments and their relations across
interlocutors—especially in online forums such as Reddit
Change My View,2 Twitter,3 or Kialo—raise new challenges
beyond argument mining from essays. One challenge is that
linguistic indicators for logical connectives such as “for ex-
ample” or “therefore” are often missing in online arguments,
and turn-taking is informal. For example, Sent.B is a rebuttal
of Sent.A even though it lacks explicit cues.
• Sent.A [There is no way an omnipotent all-loving god

could co-exist with evil.]
• Sent.B [Karma explains why is there evil alongside with

loving God.]

Trait 3: Coherence Topical relevance between two posts
does not necessarily indicate argumentative relevance.

Another challenge is that argumentative relevance con-
siders both reasoning and topical connections, whereas ex-
isting measurements emphasize topic similarities and, in

1https://www.kialo.com/
2https://www.reddit.com/r/changemyview/
3https://twitter.com

many cases, overlook reasoning connections between sen-
tences. Below are two sentences extracted from a discus-
sion about “Democrats should not cooperate with Donald
Trump’s presidency.”
• Sent.A [Refusing to cooperate with President Trump vio-

lates democratic norms and principles.]
• Sent.B [Disapproval of Trump is not the same as not

wanting cooperation.]
The two sentences contain words “Trump” and “coopera-
tion” and similar words such as “refuse” and “disapprove.”
Therefore, they appear topically highly similar. However,
they are not argumentatively relevant.

Based on the above observations, we propose a new chal-
lenge, namely, measuring the relevance of online arguments.

Related Work
We now discuss techniques used for recognizing and rep-
resenting arguments and for text representation in general.
We focus on applications and limitations of those techniques
pertaining to the demonstrated motivations.

Linguistic indicators and neural-network-based encoding
methods are two paradigms of representation techniques
widely used in argument mining. For instance, Tan et al.
(2016) and Persing and Ng (2017) measure relations be-
tween pairs of comments using similarity estimated based
on word-overlap. Habernal and Gurevych (2017) propose
TF-IDF of unigrams and bigrams, POS, and other represen-
tations for argumentation mining.

Text embeddings are widely used in argument mining and
other information-retrieval tasks. In particular, transformer-
based models yield top performance in natural language
processing tasks, including on argumentation tasks. For in-
stance, Zhao et al. (2021) leverage BERT and topic embed-
dings to predict persuasiveness of arguments.

Despite the development of sentence embeddings pre-
trained for a general purpose and fine-tuned for argument
tasks, few existing methods address measuring relevance be-
tween arguments from multiple interlocutors from both top-
ical and logical perspective. Jo et al. (2018) examine a neu-
ral architecture with an attention measurement for attack-
able sentences. However, they focus on the sentence level
and do not represent relations at the sub-sentence (i.e., text
segments) level. In contrast, we posit that how text segments
are logically connected between sentences is important for
measuring argumentative relevance, and we examine such
connections in this work.

Some works incorporate additional considerations such as
contexts, dynamic features, and additional hand-curated fea-
tures for argument mining and other tasks such as persua-
sion. For instance, research has considered argument (po-
sitional) structure (Li, Durmus, and Cardie 2020; Stab and
Gurevych 2017). Some studies concentrate on identifying
argumentation-schema-based components such as claims
and premises (Hidey et al. 2017), and motions and asser-
tions (Persing and Ng 2017). Computational methods used
in these studies are covered by the aforementioned linguistic
features or embedding methods (Cabrio and Villata 2018).
Therefore, we consider those studies as potential application
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Pair type Connection Text

P-C Definition Children have a right to learn in a religiously neutral setting.
clarification There is no such thing as a religiously neutral setting.

P-C Analogy Gender is an important tool for social organisation.
Tools of social organization are really tools of social control.

P-C Reasoning Every level of football is on some level exploitative.
(undercut) If adult players consent to play on a team, then they are not being exploited.

A-D – Health care should remain a privilege, not a right.
(topical only) This definition could directly replace “foo” with “health care” and work well.

R-R – Vegan diets also contain a lot less heavy metals and pollutants.
(topical only) The meat production industry is itself unethical.

Table 1: Examples of relation and overlap between an argument (Arg) and its counterargument (CntArg). We use straight
underlines to mark topical relevance and dashed underlines to mark logical relevance. Here, P-C is a parent-child pair; A-D is
an ancestor-descendant pairs; and R-R is a pair of randomly selected sentences.

domains of our work. In Section , we compare our approach
with Durmus, Ladhak, and Cardie’s (2019b), which uses lin-
guistic features and general embeddings.

We discuss additional related work in Section .

ARM: Argumentative Relevance
Measurement

Motivated by the above observations and needs, we target
this specific challenge: Given a topic, model the argumen-
tative relations between two sentences and decide whether
one sentence is argumentatively relevant to the other.

To differentiate relevance from textual similarity, we de-
fine relevance as requiring that one sentence complement the
other sentence in argumentative structures. Such structures
include any relations and logical connectives between argu-
ment components—whether Sent.A is a premise, assertion,
evidence, or qualifier of Sent.B. Two sentences that are ar-
gumentatively relevant to each other should have implicit or
explicit reasoning connections.

We focus on modeling argumentative relevance and de-
ciding whether one sentence is relevant to another. We pro-
pose a model, dubbed ARM, and train a computational rep-
resentation for argumentative relations of pairs of sentences.

Data: Paired Arguments
We draw a dataset for paired arguments from Kialo. On
Kialo, one discussion represents a topic of interest, and argu-
ments about the same topic (i.e., within the same discussion)
are constructed in a tree structure.

One helpful characteristic of Kialo is that each user is
asked to reply with an argument that directly supports or
opposes its parent claim. If a claim a user posts fits better in
another path of reasoning, the claim may be moved by an-
other user to the better-suited place. Kialo has recently gar-
nered attention in computational research on argumentation
because of its high-quality arguments and elaborate argu-
ment trees (Durmus, Ladhak, and Cardie 2019a,b; Jo et al.
2020; Skitalinskaya, Klaff, and Wachsmuth 2021).

Our objective is to decide if one sentence is argumenta-
tively relevant to another given that both sentences are drawn
from the same discussion. The stance (i.e., supporting or at-
tacking) of a post to its parent is marked as pro or con. Al-
though stance is binary, the tree structure of a discussion is
not binary since there may be two or more parallel argu-
ments with the same stance. We first pair and categorize two
posts in a discussion by their positional relations. An illus-
tration of pair types is shown in Figure 1.

P-C
A-D
R-R

Figure 1: Post-pair types by positional relations.

P-C. Parent-child sentence pairs are extracted from adjacent
posts. In a Kialo discussion tree, if two posts are adjacent
(with 1-hop distance), we take them as a P-C pair where
the first post is the parent and the second post is the child.

A-D. Ancestor-descendant sentence pairs are extracted from
posts that belong to the same branch of a discussion tree
are but not adjacent. In an A-D pair, the first post is the
ancestor post.

R-R. Random pairs. These sentences are from the same dis-
cussion but do not belong to a P-C or A-D pair, and are
not siblings (i.e., not children to the same parent post),
we extract them as R-R pairs.

We extract 1,041 discussions (with 127,040 posts in all)
covering diverse topics such as politics, gender, society,
technology, and religion. From the discussions, we extract
60,747,130 post pairs, among which 126,103 are P-C pairs.
We generate sentence-level pairs from post-level pairs based
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on the positions of posts in a discussion tree. Intuitively, P-
C pairs are high-relevance pairs whereas A-D and R-R are
low-relevance pairs. However, to ensure that relevance la-
bels are reasonable, we incorporate the following additional
considerations:
1. A root post on Kialo is always a one-sentence statement

and is so general that every other post in the same dis-
cussion is argumentatively related to it. Thus, there is no
apparent difference in relevance between P-C, A-D, and
R-R pairs involving a root post.

2. In A-D pairs, if Post 1 and Post 2 have a two-hop dis-
tance (i.e., a grandparent and grandchild pair), the two
posts may be argumentatively relevant especially when
the grandparent-(parent)-grandchild relation fits in an
argument-(counterargument)-refutation structure.

3. Because the specificity of claims along the same path in-
creases with depth (Durmus, Ladhak, and Cardie 2019a)
and the focus point shifts in claims with high specificity,
claims from different paths may not even be talking about
the same topic.

Therefore, we exclude pairs involving a root post and A-
D pairs whose distance equals two. To generate pairs at the
sentence level and on the same topic, we compare each sen-
tence in Post 1 with each sentence in Post 2 and extract sen-
tences from all possible combinations of sentence pairs if
they have at least one common word after stemming and re-
moving stop words. In this way, we end up with 126,103
P-C, 552,660 A-D, and 59,389,604 R-R sentence pairs. Be-
low, for brevity, P-C, A-D, and R-R refer to sentence, and
not post, pairs. Table 1 provides examples showing topical
and logical connections in different types of pairs.

We conducted a small-scale human study with colleagues
to validate the systematically generated labels for relevance.
We randomly selected 50 relevant pairs (i.e., P-C pairs) and
50 putatively irrelevant pairs (30 R-R pairs and 20 A-D
pairs). These 100 pairs contain 22 pairs that are grandparent-
grandchild pairs, root-level arguments, or same-level pairs.
The 100 pairs were presented to three raters: an author of
this paper, a graduate student with knowledge of argumen-
tation theory, and a graduate student unfamiliar with argu-
mentation theory. The average accuracy score of the three
raters was 0.79 against the generated labels. The inter-rater
reliability using Krippendorff’s alpha for all raters was 0.53.
However, when looking at pairwise raters’ agreement, Co-
hen’s Kappa coefficient was 0.70 between the author and
the rater who is familiar with argumentation, while Cohen’s
Kappa was 0.40 for the rater unfamiliar with argumentation
and the other two raters.

The above study substantiates our above claim as to why
those samples are confusing for deciding relevance. Be-
fore removing those pairs, the average accuracy of the three
raters was 0.73, whereas the average accuracy was 0.79 af-
ter removing those 22 pairs. For 88% of the samples, at least
one rater agreed with the auto-generated labels.

Although the order of the two sentences in P-C pairs
and A-D pairs matters when extracting them from a tree-
structured discussion, we consider argumentative relevance
as an undirected relation. Properties such as symmetry and
transitivity are emphasized in formal approaches, where the

argument is constructed in a formal context by a single party.
However, these properties are not quite as apparent or nat-
ural in real-life multiparty argumentation. For example, in
a discussion about “whether science leaves room for free
will,” Sent.A [scientific skepticism allows the possibility of
free will] and Sent.B [science does require something like
the principle of reason] are counterarguments of each other
and can be parent-child or child-parent pairs.

Furthermore, tree-structured positional information is
specific to Kialo but may not apply on other online fo-
rums. As the aforementioned Trait 1: Distribution exam-
ples show, although Sent.A and Sent.B form a parent-child
pair on Kialo, Sent.A may appear after Sent.B on some other
platform where Sent.A is considered a paraphrase of Sent.B
i.e., indicating agreement with Sent.B. Such formal prop-
erties are recognized as challenging research problems for
tasks such as natural language inference (Schluter and Varab
2018; Wang, Sun, and Xing 2019). We leave them as out of
the scope of this paper.

Argumentative Relevance Encoding
We aim to encode a pair of sentences (sentA and sentB) with
an emphasis on their argumentative relevance, i.e., topical
and reasoning connections.4 We capture encoding via bi-
nary classification: positive label y = 1 means sentA and
sentB are argumentatively relevant; y = 0 means they are
not. In addition, we examine the performance of our model
in generating embeddings for use in downstream tasks such
as determining the impact or persuasiveness of an argument.

Our encoding method consists of a content reduction
module and a Siamese network architecture. In what fol-
lows, we employ simple classifiers and demonstrate the abil-
ity of the proposed encoding in downstream tasks.

Content reduction. To capture argumentative relevance,
we would like the encoding model to emphasize both top-
ical and reasoning connections, and deemphasize detailed
complementary content. Therefore, we propose a content-
reduction process to identify such connections and ex-
tract connection-related content. To this end, we incorpo-
rate dependency parsing and semantic relation search. This
process takes word tokens of original sentences as input:
XA = (xA1, . . . , xAn) and XB = (xB1, . . . , xBm). We
use a complementary position mask for each sentence ini-
tialized with zeros, i.e., pA = (0A1, . . . , 0An) and pB =
(0B1, . . . , 0Bm), to mark tokens to be extracted as 1 and to-
kens to be ignored as 0.

For semantic relations between XA and XB , we consider
similarity in word usage, analogical syntactical structure,
synonyms, and antonyms. To implement this intuition, we
use exactly matched stemmed words and adopt WordNet for
synonyms and antonyms. If a token xAi or xBj from a sen-
tence has such a related word (e.g., the same word or a syn-
onym) in the other sentence, we respectively mark position
pAi or pBj as 1. We term such tokens connection tokens.

In addition, we mark any one-hop tokens from the con-
nection tokens in the corresponding dependency tree as 1.

4We use lowercase “sentA” and so on as variables.
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Figure 2: Model architecture: Siamese network with content reduction. The content reduction module applies to both positive
(red and blue) and negative pairs (red and yellow). Here, dep. means dependency.

The intuition is to capture and retain content that serves a
syntactic function related to argumentative structures. For
example, “if” and “then” would not be captured by Word-
Net since WordNet considers nouns, verbs, adjectives, and
adverbs; however, an “if. . . then” clause indicates a propo-
sition and should be captured if the condition or the result
being referred is related to a topic of interest.

To preserve the basic structure of a sentence, we extract
first-level and second-level tokens from a dependency parse
tree. For instance, if a token is a root, one-hop away from the
root, or two-hop away from the root, we mark its position in
pA or pB as 1.

Lastly, we extract tokens marked 1 from the original sen-
tences in their original order to form the reduced content.

This process yields a sequence of tokens of the reduced
content for both sentences X ′

A = (x′
A1, . . . , x

′
An) and

X ′
B = (x′

B1, . . . , x
′
Bm).

Below, we illustrate texts before and after content reduc-
tion. Tokens in square brackets are irrelevant content being
eliminated. Bold tokens are connection tokens. For the re-
maining preserved tokens, Figure 3 shows their selection
based on dependency parse.
• Sent.A Human life has a higher value because humans

need and depend [on each other], [socially] and [eco-
nomically].

• Sent.B Humans are the counterpart of [god], provided
with [an immortal soul].

Siamese network. To distinguish relevance from topic
similarity, we form positive and negative samples and use
triplet loss to train a Siamese network.

Given a sentence A as a sequence of tokens XA, a positive
pair comprises an anchor sentence XA and another sentence
P (tokens XP ), where P is relevant to A. For the same an-
chor sentence, a negative pair is A and N , where N is a
sentence with the same topic that is not argumentatively rel-

evant to A. We use P-C pairs from Kialo as positive pairs
and A-D and R-R pairs as negative pairs. We compare par-
ent sentences in P-C pairs and the sentence with an earlier
timestamp in the A-D and R-R pairs to locate an anchor sen-
tence and form a triplet training sample (A,P,N).

After content reduction, we feed X ′
A, X ′

P , and X ′
N into

a Siamese network. Siamese networks have been demon-
strated as effective for STS (Semantic Textual Similarity)
and NLI (Natural Language Inference) tasks with BERT as
the shared encoding model (Reimers and Gurevych 2019a).
We adopt the BERT encoding architecture as the shared
model for the Siamese architecture. We use the mean of out-
put embeddings for pooling since the pooling method results
in the best performance for textual similarity tasks (Reimers
and Gurevych 2019a).

Based on our observations from online posts such as the
motivating examples given above, we adopt triplet loss as
our training objective. The network is trained to distinguish
encoded positive and negative pairs in terms of argument
relevance. For encoding, the core model (i.e., BERT) in the
Siamese architecture produces embeddings for any pair of
sentences regarding their relevance.

Below, (A,P,N) refers to a triplet, where A, P , and N
are respectively the anchor, positive, and negative inputs.
Denoting the output embeddings from the Siamese network
with shared BERT networks as zA, zP , and zN , triplet loss
is defined as given below. We experiment with cosine simi-
larity, Manhattan distance, and vector concatenation for D.
To prevent trivial encodings such as identical or all-zero vec-
tors, we use α (α > 0) as a difference margin.

L(A,P,N) = L(zA, zP , zN ) =

max(D(X ′
A, X

′
P )−D(X ′

A, X
′
N ) + α, 0)

(1)

For the classification task, we create an additional layer
using softmax for the objective function and optimize cross-
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Human life has higher value because humans need and depend

amod nsubj dobj

advcl

amod

mark

nsubj cc

conj

Humans are the counterpart of provided with

nsubj

attr

det prep

prep

prep

Figure 3: Dependencies between remaining words after content reduction in a pair of sentences. Take the first sentence as an
instance—the connection token human and its one-hop word (i.e., life, need) are kept, which preserves the phrase human life.
The root of the dependency parse tree has, the one-hop and two-hop words from the root (namely, higher, value, because, need,
and depend) are kept as the “skeleton” of the sentence.

entropy loss.

o = softmax(⊙(u, v), |u− v|, u.v) (2)

For generating embeddings for a pair of sentences u, v, we
experiment with different computation options (represented
by ⊙) such as subtraction and concatenation (u.v).

Experiments and Discussion
Our experiments address two claims: (1) how effectively a
model learns for capturing argumentative relevance between
two sentences and (2) how effectively embeddings from a
model trained for argumentative relevance benefit down-
stream tasks. The paired-arguments dataset and implemen-
tation of our approach will be released upon publication.

Determining Argumentative Relevance
Preprocessing, implementation, configuration. Texts
from Kialo are arguments of high quality with no emojis
and little social media slang, and thus require only small
effort for cleaning. During preprocessing, we remove non-
ASCII characters and replace any external URLs with the
phrase “external link.” We use the spaCy dependency parser
to generate dependency trees for word-tokenized sentences.
For content reduction, we use exact match on stemmed to-
kens from both sentences for finding overlapping words and
WordNet (Miller 1995) for finding synonyms and antonyms.

In our ARM approach, we adapt the Hugging Face im-
plementation of the sentence transformer (Reimers and
Gurevych 2019a) for the shared BERT Siamese network
with a modification on the triplet-loss evaluator. The statis-
tics for our training and test sets are shown in Table 2.

Count of P-C A-D R-R Total

Training 68,749 45,352 68,749 182,850
Testing 17,289 11,396 17,289 45,974

Table 2: Statistics of pair samples for argumentative rele-
vance classification.

We train the proposed model with triplets (A,P,N) ex-
tracted from Kialo. P-C pairs are used as positive samples,
and A-D and R-R pairs are used as negative samples. To gen-
erate (A,P,N) triplets from pairs, we taken the first sen-
tence in a P-C pair as the anchor sentence (as described in

Section ) and compare with the first sentence in an A-D or
R-R pair and form a triplet if they are the same.

In terms of training a hidden representation (i.e., the out-
put embeddings from the Siamese network), we use 45,352
(A,P,N) samples for training and the other 11,396 triplet
samples for testing with a triplet-loss objective and cosine
similarity. The evaluation metric is accuracy where the dis-
tance between an anchor sentence and a positive sentence
is smaller than that between an anchor sentence and a neg-
ative sentence. On the validation set (10% held-out data),
we achieve a 90.85% accuracy to identify the more relevant
(i.e., the positive) sentences to anchor sentences.

In addition to triplet training and validating, to evaluate in
a more general setting, we examine whether a trained ARM
model can generate embeddings from text and decide argu-
mentative relevance for a pair of sentences.

We compare the proposed approach to the following base-
lines: (1) a simple transformer-based encoding, BERT (De-
vlin et al. 2019), which maps a sentence to a 768-dimension
vector with max pooling; (2) averaged word embeddings
with GloVe (Pennington, Socher, and Manning 2014), which
maps a sentence to a 300-dimension vector; (3) Contrastive-
Tension (CT) based transformers which are pretrained for
relevant tasks - Semantic Textual Similarity (STS) and Natu-
ral Language Inference (NLI) (Carlsson et al. 2021); and (4)
Siamese-network-based transformer Sentence-BERT. For
non-Siamese baselines, we fine-tune the models with Kialo
argument pairs, and for Siamese-based Sentence-BERT (S-
BERT), we fine-tune the model on top of Kialo triplets. For
the fine-tuning process, we use a batch size of 32, Adam op-
timizer with learning rate 2e−5, and 1,000 warm-up steps.

The overall results are shown in Table 3. Recall that in
the original test set, P-C pairs are considered high-relevance
and A-D and R-R are considered low-relevance. In addition,
we created a small gold standard set. We randomly selected
1,000 pairs from the test set and labeled them. This gold
standard set contains 444 low-relevance sentence pairs and
556 high-relevance pairs. We report model performance on
both sets. Based on the results, Siamese-based transformers
(i.e., Sentence-BERT and our approach) perform better than
a nontransformer (e.g., GloVe) and a transformer in the orig-
inal structure (BERT) for measuring argumentative connec-
tions. Contrastive-Tension based models do not perform as
well as Siamese-based models for distinguishing argumen-
tative relevance from topical relevance. Our approach with
content reduction outperforms all other models.

We conduct statistical tests using McNemar’s test to bet-
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Model Accuracy Precision Recall F1-score

Orig Gold Orig Gold Orig Gold Orig Gold
GloVe 0.5537 0.5350 0.5549 0.5392 0.5537 .5350 0.5517 0.5363
CT-NLI 0.5374 0.5730 0.5391 0.5932 0.5374 0.5730 0.5330 0.5711
CT-STSb 0.5699 0.5850 0.5734 0.6042 0.5699 0.5850 0.5651 0.5837
BERT 0.6174 0.6320 0.6190 0.6366 0.6174 0.6320 0.6160 0.6331
S-BERT 0.7344 0.7170 0.7350 0.7224 0.7340 0.7170 0.7337 0.7178
ARM 0.8418 0.8060 0.8418 0.8097 0.8419 0.8060 0.8419 0.8032

Table 3: Accuracy, precision, recall, and F1 score compared with baseline embedding methods. We report results for the original
test set with automated labels (as in column Orig) and the expert-annotated gold standard set (as in column Gold).

ter understand the performance difference between the pro-
posed model and the baseline models. We achieve p-values
< 0.001 when comparing our approach to any baseline
model. The odds ratio is 2.5794 with a standard error of
0.0184. In addition, we examine the effect size of our model
compared to the plain Siamese model S-BERT with Cohen’s
g index (also known as Cohen’s ds). We achieve a score of
0.220, which indicates a medium effect size (Cohen 1988).

Ablation Study To take a closer look at the importance
of the various components of our approach, we examine
performance gains from different modules added on top of
the Siamese architecture: the content-reduction module, the
triplet-loss training objective compared to pairwise regres-
sion objective, and the usage of embeddings for classifica-
tion. The results are shown in Table 4a.

Triplet loss is essential and reflects our observation that
argumentative relevance (dialectical connections in addition
to semantic similarity) between arguments differs from mere
textual similarity between semantically similar sentences.
Content reduction contributes to the results. Compared to
the concatenation of hidden representations used in the op-
timal setup for ARM, there is not much difference between
Manhattan distance or cosine similarity, both of which per-
form worse than concatenation.

We experiment with pretrained BERT as the core model
of the Siamese architecture on classification tasks consider-
ing the following configurations: (1) use BERT (Devlin et al.
2019) or RoBERTa (Liu et al. 2019) as the core model for the
Siamese network, (2) pretrain on NLI tasks or on paraphrase
tasks, and (3) use mean tokens or max-pooling. We find that
BERT pretrained on NLI tasks with mean tokens (Reimers
and Gurevych 2019b) performs slightly better than the other
models, so we report results from ARM with this configura-
tion. Table 4b shows results from other configurations.

Applying Argumentative Relevance Mining
We now evaluate how well a trained ARM (i.e., the best-
performing variant) benefits other argumentation tasks.

Predicting Impact Score. Assessment of argument qual-
ity and persuasiveness is an important challenge in compu-
tational argumentation and is a useful downstream task of
our work. In online debates, argument quality assessment
not only considers the soundness of an individual argument
but also the timeliness and appropriateness of the argument

in the context of reasoning (Durmus, Ladhak, and Cardie
2019b). Timeliness and appropriateness, in our case, are rep-
resented as logical and topical relevance of an argument to
its surrounding arguments. Therefore, our first experiment
on the application of ARM is to predict how impactful an
argument is in an online discussion.

We evaluate the usefulness of the generated embeddings
for determining argument impact in Kialo discussions (Dur-
mus, Ladhak, and Cardie 2019b). For each argument on
Kialo, users vote on its impact within the given “line”
(meaning a path in Kialo discussion tree) of reasoning. We
use the same data and experimental setup as Durmus, Lad-
hak, and Cardie (2019b): (1) we predict argument impact as
one of three classes—NOT IMPACTFUL, OF MEDIUM IM-
PACT, and IMPACTFUL, (2) there are in total 7,386 argu-
ments, among which 1,633 are NOT IMPACTFUL, 1,445 are
OF MEDIUM IMPACT, and 4,308 are IMPACTFUL, and (3) for
testing, 15% of arguments are held out.

To compare with our approach, we take the models
used by Durmus, Ladhak, and Cardie (2019b) as baselines:
(1) linguistic features which include TF-IDF for unigrams
and bigrams, model verbs, usages of exclamation, hedging,
POS n-grams, and other lexicon-based features, (2) FastText
(Joulin et al. 2017), which shows competitive performance
with deep learning models for text classification, and (3)
fine-tuned BERT for sequence classification.

Table 5 shows the resulting precision, recall, and F1
scores. ARM outperforms previous methods in a pairwise
setting (i.e., using texts from claims and their parents) with
4.55% increase in F1 score. ARM even outperforms the pre-
vious best-performing BERT model with additional preced-
ing arguments. The notation f3 for the reported result in
Table 5 means three preceding arguments in a branch of
a Kialo discussion are used as context. Linguistic features
used in previous work show higher precision but much lower
recall and F1. Considering identifying relevant arguments
as an information mining task, a low recall score would
cause less relevant information being retrieved. Therefore,
transformer-based methods, especially our ARM model,
perform better, which is reflected in the F1 score. Linguis-
tic features include token (i.e., word or punctuation)-based
clues such as hedge words, exclamation points, and domain-
related frequent bigrams that are meaningful and indicative.
For instance, “however” is a highly precise indicator for de-
tecting contrastive relations.
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Model Acc. Prec. Rec. F1

ARM (optimal) 0.8418 0.8418 0.8419 0.8419
ARM w/ regr. 0.8034 0.8013 0.8034 0.8001
ARM -CR 0.8284 0.8291 0.8284 0.8287
ARM regr. -CR 0.7519 0.7519 0.7519 0.7519
ARM w/ cos. 0.8109 0.8143 0.8109 0.8120
ARM w/ Manh. 0.8126 0.8124 0.8126 0.8125

(a) Performance with or without specific modules.

Model Acc. Prec. Rec. F1

BERT w/ paraphrase and max pooling 0.7519 0.7519 0.7519 0.7519
BERT w/ paraphrase and mean tokens 0.8079 0.8099 0.8079 0.8086
BERT w/ NLI and max pooling 0.8108 0.8336 0.8333 0.8334
RoBERTa w/ paraphrase and max pooling 0.6965 0.6876 0.6965 0.6815
RoBERTa w/ paraphrase and mean tokens 0.7340 0.7350 0.7340 0.7337
RoBERTa w/ NLI and mean tokens 0.8086 0.8120 0.8086 0.8097

(b) Performance of the proposed model with different Siamese configurations.

Table 4: Accuracy, precision, recall, and F1 score for the proposed model but with different module options.

Precision Recall F1

Linguistic features 65.67 38.58 35.42
FastText 51.18 46.09 47.06
BERT (claim only) 53.24 50.93 51.53
BERT (w/ parent) 55.79 53.54 54.00
BERT (w/ contextf3) 57.19 55.77 55.98
ARM 58.11 60.01 58.55

Table 5: Results on predicting impact of arguments.

Identifying Propositional Relations. To examine the
generalization of our model, we evaluate our argumen-
tative relevance measurement to a dataset with different
characteristics. In this experiment, we apply our embed-
ding approach on another corpus—US2016reddit (Visser
et al. 2018, 2019)—for an argumentation-related down-
stream task, namely, predicting propositional relations be-
tween two arguments. US2016 is a set of annotated corpora
on dialogical argumentation. It contains transcripts of TV
debates about 2016 presidential elections and online discus-
sions from Reddit corresponding to the TV debates. Since
our focus is on online discussions, we use the US2016reddit
subset of the US2016 corpus that excludes the TV debate
subset. The propositional relations (906 sample pairs) be-
tween two arguments are categorized as inference (56.3%),
conflict (30.1%), and rephrase (13.6%). These propositional
relations are categorized based on logical reasoning and dia-
logical communicative dimensions of two arguments in dis-
course analysis and argumentation theory.

For this experiment on transfer learning ability, we use
the best performing model trained on Kialo, freeze its pa-
rameters, and fine-tune the last layer of classification on
US2016reddit. The weighted F1 score for all three types is
0.6568, outperforming BERT-based embeddings by 8.4%.
Table 6 shows a breakdown of the results by propositional
type as well as challenging examples (i.e., false negatives).

Qualitative Analysis and Discussions
We discuss the benefits and limitations of the proposed
model based on the experiments above.

Argumentative discussions in social media such as on-
line debate forums (e.g., createdebate.com, debate.org),
Wikipedia Talk pages, and a substantial number of rational
arguments on Twitter have similar characteristics of argu-

ments on Kialo—thus all such settings can benefit from our
study. However, when applying our approach to a corpus
with quite different characteristics, the results from our sec-
ondary experiments on Reddit data indicate that preprocess-
ing and tuning on the content reduction module is needed.

The experiment on propositional relations of Reddit argu-
ments reflects some limitations of argumentative relevance
measurement. One observation is that argumentative rele-
vance measurement may need to incorporate contexts or
external knowledge to tackle challenging examples, such
as those in Table 6. Sent.A and Sent.B have similar syn-
tactic connections in both Inference and Rephrase, so the
key problem is to distinguish relations between (be sniffing,
have Parkinson’s) and relations between (have pneumonia,
be ill) to better distinguish the two propositional types. In the
Conflict example, Sent.B is not necessarily in conflict with
Sent.A without a context of participants’ stances on Trump.

Our work makes a step towards identifying chains of rea-
soning by proposing an approach specifically for measur-
ing argumentative relevance among online arguments. As
mentioned in Section , identifying argumentatively relevant
pairs from massive online posts helps form reasoning chains,
which is an important dimension for argument quality, and
thereby helps with evaluating online argumentative discus-
sions and their outcomes.

ARM is geared toward relevance and need not be helpful
on tasks where relevance is not the main underlying intu-
ition. It is not well suited to stance classification, since there
is no significant difference regarding logic-related syntactic
structures between supporting and attacking arguments. It is
also not well suited to ASPECT similarity (Reimers et al.
2019) (determining whether two sentence-level arguments
are similar), which requires deep semantic representation.

Additional Related Work and Future
Directions

We consider additional related work in the following
themes: research in argumentation that investigates inter-
locutor relations, research domains that can benefit from
our argumentative relevance modeling, and complementary
work that may be combined with our work in future en-
hancements.

Little research calls attention to relations between argu-
ments from multiple interlocutors. Chakrabarty et al. (2019)
leverage Rhetorical Structure Theory for identifying argu-
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Precision Recall F1 Sent.A Sent.B

Inference 0.7087 0.7526 0.7300 hillary is sniffing so much clinton has parkinson’s
Rephrase 0.5652 0.5416 0.5532 trump must have pneumonia trump must be ill
Conflict 0.6071 0.5574 0.5812 trump has makeup on lol pretty much anyone who appears on television has

a makeup on
Overall 0.6558 0.6593 0.6568 – –

Table 6: Results and challenging examples (false negatives) on predicting propositional relations for US2016reddit.

ment components in persuasive discussions.
In contrast to typical work on argumentation, which tar-

gets a specific problem, our work focuses on producing a
general representation for relevance and can readily combine
with downstream tasks. We consider various research do-
mains, such as argument quality assessment (Skitalinskaya,
Klaff, and Wachsmuth 2021), conversation derailment pre-
diction (Yuan and Singh 2023), and argument search engine
(Wachsmuth et al. 2017b), as potential downstream tasks
(i.e., applicable domains). For instance, Swanson, Ecker,
and Walker (2015) train a regressor to predict the quality of
arguments. Gleize et al. (2019) apply Siamese architecture
to assess the convincingness of evidence under certain top-
ics. Xi and Singh (2023) incorporate language features for
understanding blame assignment in online discussions. Our
proposed work can be an alternative embedding method or
an additional feature to consider in those works.

Argumentative relevance representation can be improved
by incorporating external knowledge. Some research studies
ways and benefits of leveraging information beyond text. We
consider those techniques as supplementary work that can
be potentially incorporated in the future. For instance, Zhao
et al. (2021) leverage topic embedding and user information
embedding for argument persuasion. Cui and Hershcovich
(2021) investigate implicit and underspecified language in
arguments. Yuan et al. (2021) leverage knowledge graph to
identify related concepts between arguments, which can be
a future direction to improve connection recognition.

Conclusions
The task of measuring argumentative relevance between on-
line posts fills a gap in modeling relations between texts in
terms of their argument-structure relation, especially for in-
formal, multi-interlocutor arguments. We present a dataset
of pairwise sentences with systematically generated labels
regarding whether they are argumentatively relevant or not.
We propose an approach based on Siamese networks with
content reduction to learn a hidden representation of ar-
gumentative connections. Our approach outperforms strong
baselines for determining whether a sentence is argumenta-
tively relevant to the other sentence.

Argumentative relevance potentially applies to any
argument-related tasks where both logical and topical con-
nections between arguments are factors of interest. We
demonstrate that modeling argumentative relevance benefits
predicting online argument impact. The proposed method is
an alternative to general embeddings which do not distin-
guish between semantic relevance and argumentative rele-

vance between two sentences.
It can be generalized to produce embeddings for other in-

formation retrieval tasks. For instance, it may help with iden-
tifying interactive arguments from online platforms where
users’ posts are structured in a flat and loose hierarchy (e.g.,
Tweets with the same hashtag but not in a retweeting chain,
or product reviews on Amazon). We discuss applicable sce-
narios and limitations and defer exploring additional appli-
cations or incorporating other techniques like knowledge
graphs to future work.

Broader Impact and Ethical Use
Information overload on social media, which contains re-
peated, noisy, and uninformative content, reduces people’s
efficiency in knowledge acquisition. This work contributes
to argument-mining tasks such as mining coherent argu-
ments and assessing the completeness and effectiveness of
an argumentative discussion.

Potential privacy and ethical concerns do not arise directly
from this research but may from its potential applications.
Although our dataset is anonymous and does not trace user-
related information such as user names or historical posts,
the proposed approach may help pinpoint impactful posts
and influential users. Besides, for such text mining where
the content is public on social media, there is a possibility
that the owner of a comment may be traced by searching the
content online. We have obtained proper consent from data
providers and human annotators for this study.
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