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Abstract

As online communication continues to become more prevalent, instances of cyberbullying have also become more common, particularly on social media sites. Previous research in this area has studied cyberbullying outcomes, predictors of cyberbullying victimization/perpetration, and computational detection models that rely on labeled datasets to identify the underlying patterns. However, there is a dearth of work examining the content of what is said when cyberbullying occurs and most of the available datasets include only basic labels (cyberbullying or not). This paper presents an annotated Instagram dataset with detailed labels about key cyberbullying properties, such as the content type, purpose, directionality, and co-occurrence with other phenomena, as well as demographic information about the individuals who performed the annotations. Additionally, results of an exploratory logistic regression analysis are reported to illustrate how new insights about cyberbullying and its automatic detection can be gained from this labeled dataset.

Introduction

As digital forms of communication and social networking sites have grown in use and popularity, so, too, have instances of cyberbullying and other negative online interactions. Cyberbullying is most often defined as aggressive behavior toward others through the use of electronic and online media with the intention to psychologically or emotionally harm another (Patchin & Hinduja, 2006; Hinduja & Patchin, 2008; Reekman & Cannard, 2009; Marcum et al., 2012). This form of harassment has been tied to increased rates of anxiety, depression, and suicide (Ybarra & Mitchell, 2004; Hoff & Mitchell, 2009; Kowalski et al. 2014; Hamm et al., 2015).

In psychology, extensive research has been conducted assessing the incidence patterns, negative outcomes of cyberbullying for victims, the modes by which perpetrators choose their targets, and even the occurrence rates across different social media platforms. Some of this work identified that females are more likely to be cyberbullying victims, while males are more likely to be perpetrators (Marcum et al., 2014), those with marginalized identities (i.e., sexual or gender minorities) or neuro-atypical statuses (i.e., those with ADHD) are disproportionately at risk to be involved in cyberbullying (Yen et al., 2014; Hamm et al., 2015; Abreu & Kenny, 2018), and that rates of cyberbullying vary considerably between different social media platforms (Ditch the Label, 2017). Yet crucial gaps in the literature remain. For instance, self-report survey data provides the basis for the majority of cyberbullying studies in psychology (Hamm et al., 2015; Abreu & Kenny, 2018), with few to our knowledge using datasets containing actual social media content. Furthermore, vital questions about how cyberbullying unfolds within social media interactions among different users and the extent to which it co-occurs with related phenomena have yet to be sufficiently explored.

In computer science, a number of cyberbullying detection models have been proposed. These models usually rely on machine learning algorithms that are trained using labeled datasets to identify whether a social media comment is cyberbullying or not (e.g., Al-Garadi et al., 2019; Muneer & Fati, 2020; Rosa et al., 2019; Salawu, He, & Lumsden, 2020). Despite the important work being done in this area, several crucial gaps remain. For example, most machine learning approaches to cyberbullying detection focus on binary classification tasks—i.e., on detecting whether a
specific instance is cyberbullying or not (see Salawu et al., 2020). Comparatively fewer efforts have sought to detect or investigate more nuanced aspects of cyberbullying, such as the severity of a cyberbullying instance (cf., Hall et al., 2021) or how cyberbullying characteristics may differ across motives or content areas (e.g., cyberbullying pertaining to physical appearance versus religious identity). Furthermore, only more recently have cyberbullying detection models begun to examine how cyberbullying interactions unfold over time through the continued interaction between different users online (see Potha & Maragoudakis, 2015; Soni & Sigh, 2018; Cheng et al., 2019). Finally, research is needed to identify ways to mitigate potential bias in machine learning cyberbullying detection models. A range of factors can contribute to algorithmic bias, including bias stemming from the individual characteristics and perspectives of the humans labeling training data. As argued by Kim and colleagues (2021), for instance, differing perspectives can alter the interpretation of cyberbullying comments by human annotators, with those having had similar experiences to ones mentioned in comments producing more false-positive cyberbullying labels and those who do being more conservative in their labeling of cyberbullying comments. Two complementary approaches for reducing and/or accounting for bias that can be introduced during data labeling are to: (1) recruit annotators who represent diverse demographic backgrounds and perspectives, and (2) record and report the demographic characteristics of the annotators who provide each label in a dataset.

The primary aims of this paper are to address these current gaps by:

- Introducing a new annotated dataset with detailed labels at the session (i.e., initial post and subsequent comments) and comment levels describing key cyberbullying properties, such as content type (gender identity, physical appearance, race, etc.), purpose (attack, defense), directionality (aimed at original post user or to others), and co-occurrence with other phenomena (e.g., depression, suicidality).
- Providing key demographic characteristics about the individuals who annotated the data to facilitate investigations of how bias introduced during the labeling process can be mitigated or accounted for.
- Discussing findings from an initial exploratory analysis of potential cyberbullying patterns, including descriptive and logistic regression results, to illustrate some of the novel insights about cyberbullying the dataset can help generate.
- Providing a dataset (available upon request at https://ysilva.cs.luc.edu/BullyBlocker/data) that will enable more nuanced and detailed analyses of actual social media, facilitate a better understanding of psychological aspects of cyberbullying, and yield more accurate machine learning cyberbullying detection models.

Labeled Instagram Dataset

The data used in our labeling process was adapted from a dataset of Instagram sessions collected by Hosseinmardi et al. (2015). The initial dataset (see Hosseinmardi et al., 2015) contained 2,218 Instagram sessions (i.e., initial posts along with all comments made in response to the initial post) that were labeled holistically, at the session level, as cyberbullying or not. Notably, Hosseinmardi and colleagues randomly selected the 2,218 Instagram sessions from a larger sample of 3,165,000 sessions identified as having at least one profanity in the comments on the post by a user other than the original poster. The sessions were obtained through a snowball sampling method using the Instagram API. From there, the final sessions were selected from public profiles—i.e., profiles of users whose settings allowed them to be seen by anyone on the platform (Hosseinmardi et al., 2015).

Following the work of Hosseinmardi and colleagues, Gupta et al. (2020) further annotated the same dataset in an investigation of temporal properties of cyberbullying. Specifically, they selected a subset of 100 sessions from the 2,218 previously labeled by Hosseinmardi et al., with an even distribution of session-level cyberbullying labels. That is, the subset of 100 Instagram sessions contained 50 cyberbullying and 50 non-cyberbullying sessions. As discussed in greater detail by Gupta et al. (2020), a cyberbullying label was then generated by members of a multidisciplinary research team for each comment in each of the 100 sessions. A primary contribution of the work by Gupta and colleagues was thus an annotated dataset of Instagram sessions that contained comment-level cyberbullying labels. To obtain access to the data initially collected and annotated by Hosseinmardi and colleagues, Gupta et al. completed a release form ensuring the privacy of the users whose posts...
The study comprised the Instagram sessions. They agreed to reference the study by Hosseinmardi et al. (2015) and to neither distribute the data to others, nor attempt to re-identify the users whose posts made up the Instagram sessions. The current study is an extension of Gupta et al. (2020)’s work, led by members of the same research team, and follows the same privacy guidelines.

For the present data labeling process, we used the 100 sessions labeled by Gupta et al (2020). For illustrative purposes, part of one of these sessions is presented in Figure 1. Across the 100 sessions, the minimum, maximum, and average number of comments (per session) were 14, 184, and 84.54, respectively. In addition to labeling each comment as being cyberbullying or not, to replicate Gupta et al.'s work, led by members of the same research team, and follows the same privacy guidelines.

For the present data labeling process, we used the 100 sessions labeled by Gupta et al. (2020). Specifically, the 100 sessions were first divided into 5 subsets containing 20 sessions each. Each of these 5 subsets were then annotated by two members of the research team. Consequently, each team member was responsible for labeling a total of 1 subset (i.e., 20 sessions) and each of the 5 subsets was labeled independently by two team members. The instructions for the labeling process included reading each comment in a session and first determining whether the comment reflected cyberbullying or not, and, if the comment was labeled as cyberbullying, to determine whether the comment did or did not fit the criteria for each of the added dimensions (type, purpose, directionality, co-occurrence). Labels were such that a value of 1 always denoted the affirmative (characteristic appears in this comment) and a value of 0 always directed at the user who made the original post or another user; and (4) Co-occurrence: whether the comment also included content pertaining to other related phenomena (e.g., depression, suicide, anxiety, and discrimination). The content types chosen for labeling were based on topics perceived to be relevant to the kinds of statements used in cyberbullying scenarios (Hamm et al., 2015; Ditch the Label, 2017).

For the present data labeling process, we used the 100 sessions labeled by Gupta et al. (2020). Across the 100 sessions, the minimum, maximum, and average number of comments (per session) were 14, 184, and 84.54, respectively. In addition to labeling each comment as being cyberbullying or not, to replicate Gupta et al.'s work, led by members of the same research team, and follows the same privacy guidelines.

For the present data labeling process, we used the 100 sessions labeled by Gupta et al. (2020). Across the 100 sessions, the minimum, maximum, and average number of comments (per session) were 14, 184, and 84.54, respectively. In addition to labeling each comment as being cyberbullying or not, to replicate Gupta et al.'s work, led by members of the same research team, and follows the same privacy guidelines.

Table 1: Demographics of the annotators.

<table>
<thead>
<tr>
<th>Coder ID</th>
<th>What is your current age?</th>
<th>What is your race/ethnicity?</th>
<th>What best describes your gender identity?</th>
<th>Would you consider yourself a member of the LGBTQ+ Community?</th>
<th>What is your current level of education?</th>
<th>Are you a first-generation college student?</th>
<th>What is your area of study?</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>26</td>
<td>White</td>
<td>Cisgender Woman</td>
<td>Yes</td>
<td>3+ Years Graduate</td>
<td>No</td>
<td>Psychology</td>
</tr>
<tr>
<td>C2</td>
<td>21</td>
<td>Hispanic</td>
<td>Cisgender Man</td>
<td>No</td>
<td>4th Year Undergrad</td>
<td>No</td>
<td>Computer Science</td>
</tr>
<tr>
<td>C3</td>
<td>22</td>
<td>Hispanic</td>
<td>Non-binary</td>
<td>Yes</td>
<td>5+ Years Undergrad</td>
<td>No</td>
<td>Computer Science</td>
</tr>
<tr>
<td>C4</td>
<td>26</td>
<td>White</td>
<td>Cisgender Woman</td>
<td>Yes</td>
<td>Graduate 3+ Years</td>
<td>Yes</td>
<td>Psychology</td>
</tr>
<tr>
<td>C5</td>
<td>19</td>
<td>White</td>
<td>Cisgender Woman</td>
<td>Yes</td>
<td>3rd Year Undergrad</td>
<td>No</td>
<td>Computer Science</td>
</tr>
<tr>
<td>C6</td>
<td>24</td>
<td>Asian</td>
<td>Cisgender Man</td>
<td>No</td>
<td>2nd Year Graduate</td>
<td>Yes</td>
<td>Computer Science</td>
</tr>
<tr>
<td>C7</td>
<td>27</td>
<td>Hispanic</td>
<td>Cisgender Man</td>
<td>No</td>
<td>1st Year Graduate</td>
<td>Yes</td>
<td>Computer Science</td>
</tr>
<tr>
<td>C8</td>
<td>24</td>
<td>White</td>
<td>Cisgender Man</td>
<td>Yes</td>
<td>5+ Years Undergrad</td>
<td>No</td>
<td>Computer Science</td>
</tr>
<tr>
<td>C9</td>
<td>22</td>
<td>White</td>
<td>Cisgender Woman</td>
<td>No</td>
<td>1st Year Graduate</td>
<td>No</td>
<td>Computer Science</td>
</tr>
<tr>
<td>C10</td>
<td>20</td>
<td>Asian</td>
<td>Cisgender Man</td>
<td>No</td>
<td>3rd Year Undergrad</td>
<td>Yes</td>
<td>Computer Science</td>
</tr>
<tr>
<td>C11</td>
<td>28</td>
<td>White</td>
<td>Transgender Woman</td>
<td>Yes</td>
<td>3+ Years Graduate</td>
<td>No</td>
<td>Psychology</td>
</tr>
<tr>
<td>C12</td>
<td>43</td>
<td>Latino</td>
<td>Cisgender Woman</td>
<td>No</td>
<td>PhD Recipient</td>
<td>No</td>
<td>Computer Science</td>
</tr>
<tr>
<td>C13</td>
<td>20</td>
<td>White</td>
<td>Non-binary</td>
<td>Yes</td>
<td>3rd Year Undergrad</td>
<td>No</td>
<td>Psychology</td>
</tr>
</tbody>
</table>
denoted the negative (characteristic does not appear for this comment). For instance, cyberbullying comments were assigned a value of 1 and non-cyberbullying comments were assigned a value of 0; comments determined to reflect cyberbullying about physical appearance were assigned a label of 1 for this subcategory of the type dimension and cyberbullying comments unrelated to physical appearance were assigned a label of 0. Purpose had an additional number used when assessing the defensiveness of the comment, with a value of 1 denoting that a comment was in defense of the user making the comment (i.e., self-defense), a value of 2 denoting a comment in defense of another user in the thread, and a value of 0 denoting a comment that was not made in defense of oneself or another user. Non-cyberbullying comments were labeled for patterns of co-occurrence with related phenomena only.

Next, the detailed annotations for each of the two team members who labeled a specific subset of 20 sessions were compiled and compared. Discrepancies in the labels assigned by the two team members were then resolved by one of two additional team members who served as a third rater (i.e., a graduate student and a PhD researcher on the team).

Key demographic information for the team of annotators was assessed via an (anonymous) online survey. This was done to assess the diversity within the labeling team (presented in Table 1) and, crucially, to provide an indicator of potential bias in the labeling process that could be systematically accounted for by future researchers using this data. The mean age of the annotators was 24.77 years (SD = 6.19) and ranged from 19-43 years old. The annotators self-reported (via free response) their race/ethnicity as follows: 7 annotators identified as White (53.8%), 4 identified as Hispanic/Latiné (30.8%), and 2 identified as Asian (15.4%). When asked about their gender identity, 5 annotators reported they were cisgender men (38.5%), 5 annotators reported they were cisgender women (38.5%), 2 reported they were non-binary (15.4%), and one reported they were a transgender woman (7.7%). 6 annotators indicated that they were a member of the LGBTQ+ community (46.2%), whereas 7 annotators indicated that they were not (53.8%).

Annotators’ level of education ranged from currently pursuing an undergraduate (bachelor’s) degree to holding a doctoral (Ph.D.) degree. In particular, 3 annotators reporting being a 3rd year undergraduate student (23.1%), 1 reporting being a 4th year undergraduate student (7.7%), 2 reporting being a 5th year or higher undergraduate student (15.4%), 2 reporting being a 1st year graduate student (15.4%), 1 reporting being a 2nd year graduate student (7.7%), 3 reporting being a 3rd year or higher graduate student (23.1%), and 1 reporting having received their Ph.D. (7.7%). 4 annotators (i.e., 30.8%) indicated that they were a first-generation college student, whereas 9 (69.2%) indicated that they were not. Lastly, 8 annotators were individuals whose primary area of academic study was computer science (61.5%) and 5 were individuals whose primary area of study was psychology (38.5%).

### Analyses

**Descriptive Results**

As presented in Table 2, across all 100 sessions, 1,065 comments were labeled as cyberbullying and 7,389 as non-cyberbullying. The remaining details presented in Table 1 — e.g., content type, purpose, etc. — consider the case of cyberbullying comments. Among the cyberbullying comments, 231 (21.70%) were sexual comments, 106 (9.95%) were related to gender identity/sexual orientation, 195 (18.31%) were about physical appearance, 130 (12.21%) were about race/ethnicity, 197 (18.50%) were about religion, and 668 (62.72%) were considered general hate (see Table 1 for a breakdown of cyberbullying and non-cyberbullying sessions). Of all cyberbullying comments, 990 (92.96%) were considered

<table>
<thead>
<tr>
<th>Content Type</th>
<th>Purpose</th>
<th>Directionality</th>
<th>Cooccurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total Comments</td>
<td>CB Comments</td>
<td>Sexual</td>
</tr>
<tr>
<td>CB Sessions</td>
<td>3,705</td>
<td>1045</td>
<td>226</td>
</tr>
<tr>
<td>Non-CB Sessions</td>
<td>4,749</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>8,454</td>
<td>1065</td>
<td>231</td>
</tr>
</tbody>
</table>

Table 2: Core statistics of the labeled dataset.
attacks, 88 (8.26%) were in defense of another user, and 78 (7.32%) were in self-defense. 403 (37.8%) of the comments were directed at the user who made the initial post and 628 (59.0%) were directed at other users. Among the other phenomena assessed, across all of the cyberbullying comments, 21 (1.97%) pertained to depression, 22 (2.07%) to suicide, 8 (0.75%) to anxiety, and 118 (11.1%) to discrimination.

Logistic Regressions of Cyberbullying Comment Types

We performed binary logistic regression to shed light on how the purpose, directionality, and cooccurrence of cyberbullying comments might vary by content type. (General hate was not included in the analyses due to the broad nature of this category.) These analyses were exploratory in nature and intended to illustrate only a small handful of insights that our detailed annotations might help generate. One important consideration was the possibility of clustering effects due to the nested property of individual comments within each social media session.

To investigate the extent to which this nested structure might be problematic for binary logistic regression, we tested a series of unconditional mean models following Sommet and Morselli (2017). For each model, the intraclass correlation coefficient (ICC) was calculated using the formula: \( \frac{\text{var}(u_{ij})}{\text{var}(u_{ij}) + (\pi^2/3)} \). As shown in Table 3, the models for gender identity/sexual orientation, physical appearance, race/ethnicity, and discrimination had ICCs that were significantly different from 0—indicated by 95% confidence intervals that did not include 0. Given evidence of clustering effects for these specific models, we omitted them from the binary logistic regression analyses. Although beyond the scope of this paper, future analyses that employ multilevel logistic regression might yield additional insights (see Sommet and Morselli, 2017).

Each model was run separately comparing the cyberbullying content type with the aspects of purpose, directionality, and cooccurrence with related phenomena. The logistic regression models are reported in Table 4. Below we briefly discuss results that were significant at the level of \( p \leq .05 \).

### Content Type and Attacks
Cyberbullying comments pertaining to religion were 0.42 times as likely to be labeled an attack (versus not)—that is, they were significantly less likely to be labeled an attack.

### Content Type and Defensive Comments
Cyberbullying comments about intelligence were 2.10 times more likely to be labeled self-defense and cyberbullying comments about religion were 3.50 times more likely to be labeled self-defense. (The likelihood of cyberbullying comments being in defense of another user did not vary by content type.)

### Content Type and Comments Directed at User with Initial Post
Cyberbullying comments about sexual content, intelligence, and religion were significantly less likely to be directed at the user who made the initial post, reflected in odds ratios of 0.56, 0.17, and 0.08, respectively.
Content Type and Comments Directed at Others
Cyberbullying comments about intelligence were 6.13 times more likely to be directed at other users (versus not) and cyberbullying comments about sexual content were 2.16 times more likely to be directed at other users (versus not).

Content Type and Co-Occurrence
Due to the low number of cyberbullying comments labeled as depression, suicide, and anxiety, no significant differences in the likelihood of these labels were observed between content type. In fact, these models failed to converge after 700 iterations of the maximum likelihood estimation procedure for estimating the logistic regression parameters. (As a result, the findings for depression, suicide, and anxiety are not included in Table 4.)

Discussion
In the present paper, we discuss a detailed annotation procedure that our research team employed to facilitate a more nuanced understanding of cyberbullying on social media. Building on data collected and the session-level cyberbullying labels generated by Hosseinmardi et al. (2015), our team created labels to shed light on the content type, purpose, directionality, and co-occurrence with related phenomena of individual cyberbullying comments in a dataset of 100 Instagram sessions. Moreover, we collected demographic data from our team of annotators, which included individuals from a range of sociodemographic backgrounds, that is reported with the annotations, themselves. By doing so, our aim was to allow researchers accessing this data to account for and potentially mitigate bias that may have resulted from the characteristics and perspectives of our annotators. Finally, the results of a series of exploratory logistic regression analyses demonstrate how these more nuanced cyberbullying labels can provide new insights about the nature of cyberbullying.

Interestingly, several “either/or” patterns emerged, such that content types that were more likely to reflect certain kinds of purpose and directionality were less likely to occur in other circumstances. For example, cyberbullying comments about sexual content and about intelligence were more likely to be directed at other commenters and less likely to be directed at the user who made the initial post.

As previously mentioned, there was a general hate (content type) category that was used to label any cyberbullying comment that did not fall into one of the other content type categories. The high frequency of cyberbullying comments in this broad category reflects that cyberbullying may most typically involve general hostility in the absence of a more specific topic (e.g., race/ethnicity, religion). Because of this high frequency, comments in the general hate category were not included in the exploratory logistic regression analyses we performed. We note, however, that this marks an important avenue for future research examining cyberbullying content on social media.

Additionally, the logistic regressions reported in this paper represent preliminary analysis at the comment-level intended to provide initial insights into cyberbullying content patterns. Future work should take into account a range of additional factors that may impact these patterns. One such factor, for

<table>
<thead>
<tr>
<th>Attack/Insult</th>
<th>Defense of Self</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
</tr>
<tr>
<td>Sexual Content</td>
<td>0.27</td>
</tr>
<tr>
<td>Intelligence</td>
<td>0.52</td>
</tr>
<tr>
<td>Religion</td>
<td>-0.87</td>
</tr>
</tbody>
</table>

Table 4: Logistic regression results.
example, is the extent to which users repeatedly post within the same session–a characteristic viewed by some (see Hamm et al., 2015) to be a defining element of cyberbullying. In some sessions, the multiple comments made by a single user and unique patterns of repetition may impact cyberbullying behaviors in ways not optimally captured through comment-level investigations solely.

**Ethical Considerations**

A number of ethical considerations guided the labeling process and procedures. First, efforts were made to ensure sociodemographic and disciplinary diversity among the team of annotators. As mentioned previously, our team of annotators comprised individuals with variability in level and area of academic training, age, and multiple dimensions of identity (e.g., race, ethnicity, gender identity, membership in the LGBTQ+ community). The collection of annotator demographic data was performed in a way that minimized the number of team members able to access this information; the survey was anonymous, with each annotator receiving only a numerical ID, and only one member of the research team (the first author) had full access to the survey. Privacy of the Instagram users whose comments comprised the dataset was also prioritized, as no attempts were made to discover the identities of the users at any point.

Our main goal for the dataset and this paper is to facilitate future work that uses psychological frameworks to better understand cyberbullying in social media data and inform the development of more effective cyberbullying detection models. A vital secondary goal, however, is to maintain the privacy of those included in the dataset. To this end, researchers who request access to the dataset through the researchers’ project website (https://ysilva.cs.luc.edu/Bully-Blocker/data) will be required to maintain the privacy of the users and annotators who contributed to the labeled dataset and ethicality in the use of the data.
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