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Abstract

Time-critical analysis of social media streams is important for humanitarian organizations for planning rapid response during disasters. The crisis informatics research community has developed several techniques and systems for processing and classifying big crisis-related data posted on social media. However, due to the dispersed nature of the datasets used in the literature (e.g., for training models), it is not possible to compare the results and measure the progress made towards building better models for crisis informatics tasks. In this work, we attempt to bridge this gap by combining various existing crisis-related datasets. We consolidate eight human-annotated datasets and provide 166.1k and 141.5k tweets for informativeness and humanitarian classification tasks, respectively. We believe that the consolidated dataset will help train more sophisticated models. Moreover, we provide benchmarks for both binary and multiclass classification tasks using several deep learning architectures including, CNN, fastText, and transformers. We make the dataset and scripts available at https://crisisnlp.qcri.org/crisis_datasets_benchmarks.html.

1 Introduction

At the onset of a disaster event, information pertinent to situational awareness such as reports of injured, trapped, or deceased people, urgent needs of victims, and infrastructure damage reports are most needed by formal humanitarian organizations to plan and launch relief operations. Acquiring such information in real-time is ideal to understand the situation as it unfolds. However, it is challenging as traditional methods such as field assessments and surveys are time-consuming. Microblogging platforms such as Twitter have been widely used to disseminate situational and actionable information by the affected population. Although social media sources are useful in this time-critical setting, it is, however, challenging to parse and extract actionable information from big crisis data available on social media (Castillo 2016).

The past couple of years have witnessed a surge in the research works that focus on analyzing the usefulness of social media data and developing computational models to extract actionable information. Among others, proposed computational techniques include, information classification, information extraction, and summarization (Imran et al. 2015). Most of these studies use one of the publicly available datasets (Olteanu et al. 2014; Imran, Mitra, and Castillo 2016; Alam et al. 2018, 2020) and either propose a new model or report higher performance of an existing model. Typical classification tasks in the community include (i) informativeness (i.e., informative vs. not-informative messages), (ii) humanitarian information types (e.g., affected individual reports, infrastructure damage reports), and (iii) event types (e.g., flood, earthquake, fire).

Despite the recent focus of the crisis informatics research community to develop novel and more robust computational algorithms and techniques to process social media data, we observe several limitations in the current literature. First, few efforts have been invested to develop standard datasets (specifically, train/dev/test splits) and benchmarks for the community to compare their results, models, and techniques. Secondly, most of the published datasets are noisy, e.g., CrisisLex (Olteanu et al. 2014) contains duplicate and near-duplicate content, which produces misleading classification performance. Moreover, some datasets (e.g., CrisisLex) consist of tweets from several languages without any explicit language tag, to separate the data of a particular language of interest.

To address such limitations, in this paper, we aim to develop a standard social media dataset for disaster response that facilitates comparison between different modeling approaches and encourages the community to streamline their efforts towards a common goal. We consolidate eight publicly available datasets (see Section 3). The resulting dataset is larger in size, has better class distribution compared to the individual datasets, and enables building of robust models that performs better for various tasks (i.e., informativeness and humanitarian) and datasets.

The consolidation of datasets from different sources involves various standardization challenges. One of the challenges is the inconsistent class labels across various data sources. We map the class labels using their semantic meaning—a step performed by domain experts manually. 

https://en.wikipedia.org/wiki/Disaster_informatics
Another challenge is to tackle the duplicate content that is present within or across datasets. There are three types of duplicates: (i) tweet-id based duplicates (i.e., same tweet appears in different datasets), (ii) content-based duplicates (i.e., tweets with different ids have same content), which usually happens when users copy-paste tweets, and (iii) near-duplicate content (i.e., tweets with similar content), which happens due to retweets or partial copy of tweets from other users. We use cosine similarity between tweets to filter out various types of duplicates. In summary, the contributions of this study are as follows:

- We consolidate eight publicly available disaster-related datasets by manually mapping semantically similar class labels, which leads to a larger dataset.
- We carefully cleaned various forms of duplicates, and assigned a language tag to each tweet.
- We provide benchmark results on English tweets set using state-of-the-art machine learning algorithms such as Convolutional Neural Networks (CNN), fastText (Joulin et al. 2017) and pre-trained transformer models (Devlin et al. 2019) for two classification tasks, i.e., Informativeness (binary) and Humanitarian type (multi-class) classification. The benchmarking encourages the community towards a comparable and reproducible research.
- For the research community, we aim to release the dataset in multiple forms as, (i) a consolidated class label mapped version, (ii) exact- and near-duplicate filtered version obtained from previous versions, (iii) a subset of the filtered data used for the classification experiments in this study.

The rest of the paper is organized as follows. Section 2 provides an overview of the existing work. Section 3 describes our data curation and consolidation procedures, and Section 4 describes the experiments. Section 5 presents and discusses the results. Finally, Section 6 concludes the paper.

2 Related Work

2.1 Dataset Consolidation

In crisis informatics research on social media, there has been an effort to develop datasets for the research community. An extensive literature review can be found in (Imran et al. 2015). Although there are several publicly available datasets that are used by the researchers, their results are not exactly comparable due to the differences in class labels and train/dev/test splits. In addition, the issue of exact- and near-duplicate content in existing datasets can lead to misleading performance as mentioned earlier. This problem become more visible while consolidating existing datasets. Alam, Muhammad, and Ferda (2019); Kersten et al. (2019) and Wiegmann et al. (2020) have previously worked in the direction to consolidate social media disaster response data. A major limitation of the work by Alam, Muhammad, and Ferda (2019) is that the issue of duplicate and near-duplicate content have not been addressed when combining the different datasets. This issue resulted in an overlap between train and test sets. In terms of label mapping the work of Alam, Muhammad, and Ferda (2019) is similar to the current study. Kersten et al. (2019) focused only on informativeness classification and combined five different datasets. This study has also not focused on exact- and near-duplicate content, which exist in different datasets. The study in Wiegmann et al. (2020) also compiled existing resources for disaster event types (e.g., Flood, Fire) classification, which consists of a total of 123,166 tweets from 46 disasters with 9 disaster types. This is different from our work as we address informativeness and humanitarian classification tasks. Addressing disaster event types classification is beyond the scope of our current study.

A fair comparison of the classification experiment is also difficult with previous studies as their train/dev/test splits are not public, except the dataset by Wiegmann et al. (2020). We address such limitations in this study, i.e., we consolidate the datasets, eliminate duplicates, and release standard dataset splits with benchmark results.

In terms of defining class labels (i.e., tagsets) for crisis informatics, most of the earlier efforts are discussed in (Imran et al. 2015; Tennnikova, Castillo, and Vieweg 2015; Stowe et al. 2018; Wiegmann et al. 2020). Various recent studies (Olteanu et al. 2014; Imran, Mitra, and Castillo 2016; Alam et al. 2018; Stowe et al. 2018) use similar definitions for class labels. Unlike them, (Strassel, Bies, and Tracey 2017) defines more fine-grained categories based on need types (e.g., evacuation, food supply) and issue type (e.g., civil unrest). In this study, we use the class labels that are important for humanitarian aid for disaster response tasks, which are common across the publicly available resources. Some of the real-time applications that are currently using such labels include AIDR (Imran et al. 2014), CREES (Burel and Alani 2018), and TweetTracker (Kumar et al. 2011).

2.2 Classification Algorithms

Despite the fact that a majority of studies in crisis informatics literature employ traditional machine learning algorithms, several recent works explore deep learning algorithms in disaster-related tweet classification tasks. The study of (Nguyen et al. 2017) and (Neppalli, Caragea, and Caragea 2018) performed comparative experiments between different classical and deep learning algorithms including Support Vector Machines, Logistic Regression, Random Forests, Recurrent Neural Networks, and Convolutional Neural Networks (CNN). Their experimental results suggest that CNN outperforms other algorithms. Though in another study, (Burel and Alani 2018) reports that SVM and CNN can provide very competitive results in some cases. CNNs have also been explored in event type-specific filtering model (Kersten et al. 2019) and few-shot learning (Kruspe, Kersten, and Klan 2019). Very recently different types of embedding representations have been proposed in literature such as Embeddings from Language Models (ELMo) (Peters et al. 2018), Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al. 2019), and XLNet (Yang et al. 2019) for different NLP tasks. The
study by (Jain, Ross, and Schoen-Phelan 2019) and (Wiegmann et al. 2020) investigates these embedding representations for disaster tweet classification tasks.

3 Data Curation

3.1 Data Consolidation

We consolidate eight datasets that were labeled for different disaster response classification tasks and whose labels can be mapped consistently for two tasks: informativeness and humanitarian information type classification. In doing so, we deal with two major challenges: (i) discrepancies in the class labels used across different datasets, and (ii) exact- and near-duplicate content that exists within as well as across different datasets. Below we provide a brief overview of the datasets we used for consolidation.

1. CrisisLex is one of the largest publicly-available datasets, which consists of two subsets, i.e., CrisisLexT26 and CrisisLexT6 (Olteanu et al. 2014). CrisisLexT26 comprises data from 26 different crisis events that took place in 2012 and 2013 with annotations for informative vs. not-informative as well as humanitarian categories (six classes) classification tasks among others. CrisisLexT6, on the other hand, contains data from six crisis events that occurred between October 2012 and July 2013 with annotations for related vs. not-related binary classification task.

2. CrisisNLP is another large-scale dataset collected during 19 different disaster events that happened between 2013 and 2015, and annotated according to different schemes including classes from humanitarian disaster response and some classes related to health emergencies (Imran, Mitra, and Castillo 2016).


4. ISCRAM2013 dataset consists of tweets from two different events occurred in 2011 (Joplin 2011) and 2012 (Sandy 2012). This dataset is annotated using 14 clusters of common class labels by manually mapping semantically similar labels into one cluster. For example, the label “building damaged,” originally used in the AIDR system, is mapped to “infrastructure and utilities damage” in our final dataset. Some of the class labels in these datasets are not annotated for humanitarian aid purposes, therefore, we have not included them in the consolidated dataset. For example, we do not select tweets labeled as “animal management” or “not labeled” that appear in CrisisNLP and CrisisLex26.

5. Disaster Response Data (DRD) consists of tweets collected during various crisis events that took place in 2010 and 2012. This dataset is annotated using 36 classes that include informativeness as well as humanitarian categories.4

6. Disasters on Social Media (DSM) dataset comprises 10K tweets collected and annotated with labels related vs. not-related to the disasters.5

<table>
<thead>
<tr>
<th>Source</th>
<th>Total</th>
<th>Mapping</th>
<th>Filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Info</td>
<td>Hum</td>
<td></td>
</tr>
<tr>
<td>CrisisLex</td>
<td>88,015</td>
<td>84,407</td>
<td>84,407</td>
</tr>
<tr>
<td>CrisisNLP</td>
<td>52,656</td>
<td>51,271</td>
<td>50,824</td>
</tr>
<tr>
<td>SWDM13</td>
<td>1,543</td>
<td>1,344</td>
<td>802</td>
</tr>
<tr>
<td>ISCRAM13</td>
<td>3,617</td>
<td>3,196</td>
<td>1,702</td>
</tr>
<tr>
<td>DRD</td>
<td>26,235</td>
<td>21,519</td>
<td>7,505</td>
</tr>
<tr>
<td>DSM</td>
<td>10,876</td>
<td>10,800</td>
<td>0</td>
</tr>
<tr>
<td>CrisisMMD</td>
<td>16,058</td>
<td>16,058</td>
<td>16,058</td>
</tr>
<tr>
<td>AIDR</td>
<td>7,411</td>
<td>7,396</td>
<td>6,580</td>
</tr>
</tbody>
</table>

Table 1: Different datasets and their sizes (number of tweets) before and after label mapping and filtering steps. Info: Informativeness, Hum: Humanitarian

7. CrisisMMD is a multimodal dataset consisting of tweets and associated images collected during seven disaster events that happened in 2017 (Alam et al. 2018). The annotations for this dataset is targeted for three classification tasks: (i) informative vs. not-informative, (ii) humanitarian categories (eight classes) and (iii) damage severity assessment.

8. AIDR dataset is obtained from the AIDR system (Imran et al. 2014) that has been annotated by domain experts for different events and made available upon requests. We only retained labeled data that are relevant to this study.

First part of Table 1 summarizes original sizes of the datasets. The CrisisLex and CrisisNLP datasets are the largest and second-largest datasets, respectively, which are currently widely used in the literature. The SWDM2013 is the smallest set. However, it is one of the earliest datasets used by the crisis informatics community.

3.2 Class Label Mapping

The datasets come with different class labels. We create a set of common class labels by manually mapping semantically similar labels into one cluster. For example, the label “building damaged,” originally used in the AIDR system, is mapped to “infrastructure and utilities damage” in our final dataset. Some of the class labels in these datasets are not annotated for humanitarian aid purposes, therefore, we have not included them in the consolidated dataset. For example, we do not select tweets labeled as “animal management” or “not labeled” that appear in CrisisNLP and CrisisLex26.

This causes a drop in the number of tweets for both informativeness and humanitarian tasks as can be seen in Table 1 (Mapping column). The large drop in the CrisisLex dataset for the informativeness task is due to the 3,103 unlabeled tweets (i.e., labeled as “not labeled”). The other significant drop for the informativeness task is in the DRD dataset. This is because many tweets were annotated with multiple labels, which we have not included in our consolidated dataset. The reason is to reduce additional manual effort as it requires relabeling them for multiclass setting. Moreover, many tweets in these datasets were labeled for informativeness only. For

---

4https://appen.com/datasets/combined-disaster-response-data/
5https://data.world/crowdflower/disasters-on-social-media
example, the DSM dataset is only labeled for informativeness, and a large portion of the DRD dataset is labeled for informativeness only. We could not map them for the humanitarian task.

3.3 Exact- and Near-Duplicate Filtering

To develop a machine learning model, it is important to design non-overlapping train/dev/test splits. A common practice is to randomly split the dataset into train/dev/test sets. This approach does not work with social media data as it generally contains duplicates and near duplicates. Such duplicate content, if present in both train and test sets, often leads to overestimated test results during classification. Filtering the near-and-exact duplicate content is one of the major steps we have taken into consideration while consolidating the datasets.

We first tokenize the text before applying any filtering. For tokenization, we used a modified version of the Tweet NLP tokenizer (O’Connor, Krieger, and Ahn 2010).7 Our modification includes lowercasing the text and removing URL, punctuation, and user id mentioned in the text. We then filter tweets having only one token. Next, we apply exact string matching to remove exact duplicates. An example of an exact duplicate tweet is: “RT Reuters: BREAKING NEWS: 6.3 magnitude earthquake strikes northwest of Bologna, Italy: USGS”, which appear three times with exact match in CrisisLex26 (Olteanu et al. 2014) dataset that has been collected during Northern Italy Earthquakes, 2012.8

Then, we use a similarity-based approach to remove the near-duplicates. To do this, we first convert the tweets into vectors using bag-of-n-gram approach as a vector representation. We use uni- and bi-grams with their frequency-based representations. We then use cosine similarity to compute a similarity score between two tweets and flag them as duplicate (e.g., first tweet in Table 2) if their similarity score is greater than the threshold value of 0.75. In the similarity-based approach, threshold selection is an important aspect.

Choosing a lower value would remove many distant tweets while choosing a higher value would leave several near-duplicate tweets in the dataset. To determine a plausible threshold value, we manually checked the tweets in different threshold bins (i.e., 0.70 to 1.0 with 0.05 interval) as shown in Figure 1, which we selected from consolidated informativeness tweets. By investigating the distribution and manual checking, we concluded that a threshold value of 0.75 is a reasonable choice. From the figure we can clearly see that choosing a lower threshold (e.g., < 0.75) removes larger number of tweets. Note that rest of the tweets have similarity lower than what we have reported in the figure. In Table 2, we provide a few examples for the sake of clarity.

We analyzed the data to understand which events and datasets have more exact- and near-duplicates. Figure 2 provides counts for both exact- and near-duplicates for informativeness tweets. In the figure, we report total number (in parenthesis the number represents percentage of reduction)

7https://github.com/brendano/ark-tweet-nlp
8http://en.wikipedia.org/wiki/2012_Northern_Italy_earthquakes

of duplicates (i.e., exact and near) for each dataset. The CrisisLex and CrisisNLP have higher number of duplicates comparatively, however, it is because those two are relatively larger in size. For each of these datasets, we analyzed different events where duplicates appear most. In CrisisLex, the majority of the exact duplicates appear in “Queensland floods (2013)”9 consisting of 2270 exact duplicates. The second majority is “West Texas explosion (2013)” event, which consists of 1301 duplicates. Compared to CrisisLex, the exact duplicates are low in CrisisNLP, and the majority of such duplicates appear in the “Philippines Typhoon Hagupit (2014)” event with 1084 tweets. For the humanitarian tweets, we observed a similar trend.

As indicated in Table 1, there is a drop after filtering, e.g., ~25% for informativeness and ~20% for humanitarian tasks. It is important to note that failing to eradicate duplicates from the consolidated dataset would potentially lead to misleading performance results in the classification experiments.

9Event name refers to the event during which data has been collected by the respective data authors (see Section 3.1).
# 3.4 Adding Language Tags

Some of the existing datasets contain tweets in various languages (i.e., Spanish and Italian) without explicit assignment of a language tag. In addition, many tweets have code-switched (i.e., multilingual) content. For example, the following tweet has both English and Spanish text: “It’s Saturday, treat yourself to our Pastel tres leches y compota de mora azul. https://t.co/WMpmu27P9X”. Note that Twitter tagged this tweet as English whereas the Google language detector service tagged it as Spanish with a confidence score of 0.379. We decided to provide a language tag for each tweet if it is not available with the respective dataset. We used the language detection API of Google Cloud Services\textsuperscript{10} for this purpose. In Figure 3, we report language distribution for the top nineteen languages consists of more than 20 tweets. Among different languages of informativeness tweets, English tweets appear to be highest in the distribution compared to any other language, which is 94.46% of 156,899. Note that most of the non-English tweets appear in the CrisisLex dataset. We believe our language tags will enable future studies to perform multilingual analysis.

\textsuperscript{10}\url{https://cloud.google.com/translate/docs/advanced/detecting-language-v3}. Note, it is a paid service, therefore, we have not used this service for the tweets for which language tags are available.

3.5 Data Statistics

Distribution of class labels is an important factor for developing the classification model. In Table 3 and 4, we report individual datasets along with the class label distribution for informativeness and humanitarian tasks, respectively. It is clear that there is an imbalance in class distributions in different datasets and some class labels are not present. For example, the distribution of “not informative” class is very low in SWDM2013 and ISCRAM2013 datasets. For the humanitarian task, some class labels are not present in different datasets. Only 17 tweets with the label “terrorism related” are present in CrisisNLP. Similarly, the class “disease related” only appears in CrisisNLP. The scarcity of the class labels poses a great challenge to design the classification model using individual datasets. Even after combining the datasets, the imbalance in class distribution seems to persist (last column in Table 4). For example, the distribution of “not humanitarian” is relatively higher (37.40%) than other class labels. In Table 4, we report some class labels (highlighted in italic), which we dropped in the rest of the classification experiments conducted in this study. However, tweets with those class labels will be available in the released datasets. The reason for not including them in the experiments is that we aim to develop classifiers for the disaster response tasks only.

---

Table 2: Examples of near-duplicates with similarity scores selected from informativeness tweets. Near-duplicates are in italic form. Sim. refers to similarity value. Dup. refers to whether we consider them as duplicate. The symbol (√) indicates a duplicate, which we dropped, and the symbol (✗) indicates a non-duplicate, which we kept in our dataset.

<table>
<thead>
<tr>
<th>#</th>
<th>Tweet</th>
<th>Tokenized</th>
<th>Sim.</th>
<th>Dup.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Live coverage: Queensland flood crisis via @Y7News <a href="http://t.co/Knb407Fw">http://t.co/Knb407Fw</a></td>
<td>live coverage queensland flood crisis url</td>
<td>0.788</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>Queensland counts flood cost as New South Wales braces for river peaks <a href="http://t.co/MpQskYt1%E2%80%99%E2%80%99">http://t.co/MpQskYt1’’</a>. Brisbane friends moved to refuge.</td>
<td>queensland counts flood cost as new south wales braces for river peaks url brisbane friends moved to refuge</td>
<td>0.778</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>RT @FoxNews: #BREAKING: Numerous injuries reported in large explosion at #Texas fertilizer plant <a href="http://t.co/qb5UuYf9">http://t.co/qb5UuYf9</a></td>
<td>rt breaking numerous injuries reported in large explosion at texas fertilizer plant url</td>
<td>0.744</td>
<td>✗</td>
</tr>
</tbody>
</table>
4 Experiments

Although our consolidated dataset contains multilingual tweets, we only use tweets in English language in our experiments. We split data into train, dev, and test sets with a proportion of 70%, 10%, and 20%, respectively, also reported in Table 5. As mentioned earlier we have not selected the tweets with highlighted (in italic form) class labels in Table 4 for the classification experiments. Therefore, in this and next Section 5 we report the class label distribution and results on the selected class labels with English tweets only.

4.1 Models and Architectures

In this section, we describe the details of our classification models. For the experiments, we use CNN, fastText, and pre-trained transformer models.

CNN: The current state-of-the-art disaster classification model is based on the CNN architecture. We used similar architecture as proposed by (Nguyen et al. 2017).

fastText: For the fastText (Joulin et al. 2017), we used pre-trained embeddings trained on Common Crawl, which is released by fastText for English.

Transformer models: Pre-trained models have achieved state-of-the-art performance on natural language processing tasks and have been adopted as feature extractors for solving down-stream tasks such as question answering, and sentiment analysis. Though the pre-trained models are mainly trained on non-Twitter text, we hypothesize that their rich contextualized embeddings would be beneficial for the disaster domain. In this work, we choose the pre-trained models BERT (Devlin et al. 2019), DistilBERT (Sanh et al. 2019), and RoBERTa (Liu et al. 2019) for the classification tasks.

Model Settings: We train the CNN models using the Adam optimizer (Kingma and Ba 2014). The batch size is 128 and maximum number of epochs is set to 1000. We use a filter size of 300 with both window size and pooling length of 2, 3, and 4, and a dropout rate 0.02. We set early stopping criterion based on the accuracy of the development set with a patience of 200. For the experiments with fastText, we used default parameters except: (i) the dimension is set to 300, (ii) minimal number of word occurrences is set to 3, and (iii) number of epochs is 50. We train transformers models using the Transformer Toolkit (Wolf et al. 2019). For each model, we use an additional task-specific layer. We fine-tune the model using fine-tuning procedure as prescribed by (Devlin et al. 2019). Due to the instability of the pre-trained models as reported in (Devlin et al. 2019), we perform ten re-runs for each experiment using different seeds, and we select the model that performs best on the dev set. For transformer-based models, we used a learning rate of $2e^{-5}$, and a batch size of 8. More details of the parameters setting can be found in the released scripts.

4.2 Preprocessing and Evaluation

Preprocessing: Prior to the classification experiment, we preprocess tweets to remove symbols, emoticons, invisible and non-ASCII characters, punctuations (replaced with whitespace), numbers, URLs, and hashtag signs.
In Table 5, we report the classification results for individual vs. consolidated datasets. The model trained with individual dataset shows that performance is higher on the corresponding set but low on other sets. For example, for informativeness task, the model trained with CrisisLex performs better on CrisisLex but not on CrisisNLP and Consolidated sets. We see similar pattern for CrisisNLP. However, the model trained with Consolidated data shows similar performance as individual sets (i.e., CrisisLex and CrisisNLP) but higher on consolidated set. A comparison is shown in the Table 6. The model trained using the consolidated dataset achieves 0.866 (F1) for informativeness and 0.829 for humanitarian, which is better than the models trained using individual datasets. This proves that model with consolidated dataset generalizes well, obtaining similar performance on individual sets and higher on the consolidated set.

5 Results and Discussions

5.1 Individual vs. Consolidated Datasets

In Table 6, we report the classification results for individual vs. consolidated datasets for both informativeness and humanitarian tasks using the CNN model. As mentioned earlier, we selected CrisisLex and CrisisNLP to conduct experiments for the individual datasets. The model trained with individual dataset shows that performance is higher on the corresponding set but low on other sets. For example, for informativeness task, the model trained with CrisisLex performs better on CrisisLex but not on CrisisNLP and Consolidated sets. We see similar pattern for CrisisNLP. However, the model trained with Consolidated data shows similar performance as individual sets (i.e., CrisisLex and CrisisNLP) but higher on consolidated set. A comparison is shown in the Table 6. The model trained using the consolidated dataset achieves 0.866 (F1) for informativeness and 0.829 for humanitarian, which is better than the models trained using individual datasets. This proves that model with consolidated dataset generalizes well, obtaining similar performance on individual sets and higher on the consolidated set.

Between CrisisLex and CrisisNLP, the performance is higher on CrisisLex for both informativeness and humanitarian tasks (1st vs. 4th row in Table 6 for the informativeness, and 10th vs. 13th row for the humanitarian task in the same table.). This might be due to the CrisisLex dataset being larger than the CrisisNLP dataset. The cross dataset (i.e., train on CrisisLex and evaluate on CrisisNLP) results shows that there is a drop in performance. For example, there is 14.3% difference in F1 on CrisisNLP data using the CrisisLex model for the informativeness task. Similar behavior observed when evaluated the CrisisNLP model on the CrisisLex dataset. In the humanitarian task, for different datasets in Table 6, we have different number of class labels. We report the results of those classes only for which the model is able to classify. For example, the model trained using the CrisisLex data can classify tweets using one of the...
six class labels (see Table 4 for excluded labels with highlights). The experiments with smaller datasets for both informativeness and humanitarian tasks show the importance of designing a classifier using a larger dataset. Note that humanitarian task is a multi-class classification problem, which makes it a much more difficult task than the binary informativeness classification.

**Comparing Models:** In Table 7, we report the results using CNN, fastText and transformer based models. We report weighted F1 for all models and tasks. The transformer based models achieve higher performance compared to the CNN and fastText. We used three transformer based models, which varies in the parameter sizes. However, in terms of performance, they are quite similar.

**Class-wise Results Analysis:** In Table 8, we report class-wise performance of both CNN and BERT models for the humanitarian task. BERT performs better than or on par with CNN across all classes. More importantly, BERT performs substantially better than CNN in the case of minority classes as highlighted, in italic form, in the table. We further investigate the classification results of the CNN models for the minority class labels. We observe that the class “response efforts” is mostly confused with “donation and volunteering” and “not humanitarian”. For example, the following tweet with “response efforts” label, “I am supporting Rebuild Sankhu @crowdfunderuk #crowdfunder http://t.co/WBsKGZHHSJ”, is classified as “donation and volunteering”. We also observe similar phenomena in minority class labels. The class “displaced and evacuations” is confused with “donation and volunteering” and “caution and advice”. It is interesting that the class “missing and found people” is confused with “donation and volunteering” and “not humanitarian”. The following “missing and found people” tweet, “RT @Fahdhusain: 11 kids recovered alive from under earthquake rubble in Awaran. Shukar Allah!!”, is classified as “donation and volunteering”.

### 5.2 Event-aware

In Table 9, we report the results of the event-aware training using both CNN and BERT. The event-aware training improves the classification performance by 1.3 points (F1) using CNN for the humanitarian task compared to the results without using event information (see Table 6). However, no improvement has been observed for the informativeness task. The training using event information enables the system to use data of all disasters while preserving the disaster-specific distribution. Event-aware training is also effective in the advent of a new disaster event. Based on the type of a new disaster, one may use appropriate tags to optimize the classification performance. The event-aware training can be extended to use more than one tags. For example, in addition to preserving the event information, one can also append a tag for the disaster region. In this way, one can optimize the model for more fine-grained domain information. The event-aware training with BERT does not provide better results in any of the tasks, which requires further investigation and we leave it as a future study.

### 5.3 Discussions

Social media data is noisy and it often poses a challenge for labeling and training classifiers. Our analysis on publicly available datasets reveals that one should follow a number of steps before preparing and labeling any social media...
dataset, not just the dataset for crisis computing. Such steps include (i) tokenization to help in the subsequent phase, (ii) remove exact- and near-duplicates, (iii) check for existing data where the same tweet might be annotated for the same task, and then (iv) labeling. For designing the classifier, we postulate checking the overlap between training and test splits to avoid any misleading performance.

The classification performance that we report is considered as benchmark results, which can be used to compare in any future study. The current state-of-art for informativeness and humanitarian tasks can be found in (Burel et al. 2017; Alam, Muhammad, and Ferda 2019; Alam et al. 2021). The F-measure for informativeness and humanitarian tasks are reported as 0.838 and 0.613, respectively, on the CrisisLex26 dataset in (Burel et al. 2017). Whereas in (Alam, Muhammad, and Ferda 2019), the reported F-measure for informativeness and humanitarian tasks are 0.93 and 0.78, respectively. It is important to emphasize the fact that the results reported in this study are reliable as they are obtained on a dataset that has been cleaned from duplicate content, which might have led to misleading performance results otherwise. The recent results reported in (Alam et al. 2021) shows a best F-measure of 0.781 for humanitarian task, which can be comparable with this study.

Our initial consolidated datasets (i.e., Table 3 and 4) contains multilingual content with more class labels and different types of content (e.g., disease-related), therefore, an interesting future research could be to try different pre-trained multilingual models to classify tweets in different languages. We have run a set of preliminary experiments using our initial consolidated datasets, and using monolingual model such as CNN, fastText, BERT, DistilBERT, RoBERTa, and multilingual versions of the mentioned transformer models. The results are reported in Table 10. We observe that performance dropped significantly for the humanitarian task compared to English-only dataset. For example, ~8% drop using BERT model. Note that test set for English tweets (Table 5) is a subset of this set of tweets. From the results of multilingual versions of BERT (BERT-m), we see that there is an increase in performance compared to other mono-lingual models, however, the results are still far below. Such a finding shows an interesting avenue for further research. Another future research direction would be to use multilingual models for the zero-shot classification of tweets.

The competitive performance of transformer based models encourages us to try deeper models such as Google T5 (Raffel et al. 2020). For the transformer based model, it is important to invest the effort to try different regularization methods to obtain better results, which we foresee as a future study.

Our released dataset and benchmark results will help the research community to develop better models and compare results. The inclusion of language tags can help to conduct multilingual experiments. The resulting dataset covers a time-span starting from 2010 to 2017, which can be used to study temporal aspects in crisis scenarios.

### 6 Conclusions

The information available on social media has been widely used by humanitarian organizations at times of a disaster. Many techniques and systems have been developed to process social media data. However, the research community lacks a standard dataset and benchmarks to compare the performance of their systems. We tried to bridge this gap by consolidating existing datasets, filtering exact- and near-duplicates, and providing benchmarks based on state-of-the-art CNN, FastText, and transformer-based models. Our experimental results and data splits can be useful for future research to conduct multilingual studies, developing new models and cross-domain experiments.
Broader Impact

The developed consolidated labeled dataset is curated from different publicly available sources. The consolidated labeled dataset can be used to develop models for humanitarian response tasks and can be useful to fast responders. We release the dataset by maintaining the license of existing resources.
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