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Abstract

Personal values have significant influence on individuals’ be-
haviors, preferences, and decision making. It is therefore not
a surprise that personal values of a person could influence his
or her social media content and activities. Instead of getting
users to complete personal value questionnaire, researchers
have looked into a non-intrusive and highly scalable approach
to predict personal values using user-generated social media
data. Nevertheless, geographical differences in word usage
and profile information are issues to be addressed when de-
signing such prediction models. In this work, we focus on
analyzing Singapore users’ personal values, and developing
effective models to predict their personal values using their
Facebook data. These models leverage on word categories
in Linguistic Inquiry and Word Count (LIWC) and corre-
lations among personal values. The LIWC word categories
are adapted to non-English word use in Singapore. We incor-
porate the correlations among personal values into our pro-
posed Stack Model consisting of a task-specific layer of base
models and a cross stitch layer model. Through experiments,
we show that our proposed model predicts personal values
with considerable improvement of accuracy over the previ-
ous works. Moreover, we use the stack model to predict the
personal values of a large community of Twitter users using
their public tweet content and empirically derive several in-
teresting findings about their online behavior consistent with
earlier findings in the social science and social media litera-
ture.

Introduction
Motivation. Personal values (or simply, values) express
what is most important to people in life. Every individual
holds personal values (e.g., achievement, security, benev-
olence) with varying degrees of importance. A particular
personal value may be very important to one person but
unimportant to another. Personal values influence a per-
son’s attitude and behavior. Although there are various
approaches (Hofstede 1984; Braithwaite and Law 1985;
Inglehart 1997) to measure personal values, the one pro-
posed by Schwartz in (Schwartz 1992) is widely used by
psychology researchers. Schwartz’s theory of basic human
values (Schwartz 2012) defines 10 specific personal values
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which can be measured by a specially designed question-
naire. These personal values are: Power, Achievement, He-
donism, Stimulation, Self-Direction, Universalism, Benev-
olence, Tradition, Conformity, and Security (see Fig. 1).
These personal values are further grouped into five higher
order personal values, namely: Self-enhancement, Hedo-
nism, Openness, Self-transcendence, and Conservation. The
questionnaire includes 56 items (Schwartz 2003) to mea-
sure the value dimensions1. However, it is costly and
privacy-intrusive to get people to complete the question-
naire. Researchers thus seek other more scalable alterna-
tive approaches to obtain personal values. Among these ap-
proaches, prediction of personal values from users’ social
media content is very promising and has been studied in only
a few works (Boyd et al. 2015; Chen et al. 2014). Because,
such descriptors related personality could be subsequently
served as features for the downstream applications like per-
sonalized recommendations (Kern et al. 2019).

There also exists some software products to predict per-
sonal values based on content2, they are based on models
trained on labeled users from specific geographical region
and culture. These models may not predict accurately for an-
other community of users due to: (a) different personal value
profile distribution among new users compared with those
used in training the models; and (b) some word use patterns
of new users very different from that of training data. While
the above limitations are well understood, there has not been
much research to illustrate the impact of community specific
language and personal value profile distribution to personal
values prediction using user-generated content.

Research Objectives. This work aims to show that ac-
curate value prediction has to leverage on word usage pat-
terns specific to the region the users come from. A value
prediction model trained using the content from another re-
gion may yield poorer performance when applied to the tar-
get region even the two regions have large lexicon overlap.
At times, the prediction accuracy may not be high enough
for data science studies on a large social media user pop-
ulation. The important research questions to address in this

1To the best of our knowledge, other works also focus on ana-
lyzing and predicting high-order personal values (Mukta, Ali, and
Mahmud 2017; Chen et al. 2014).

2https://www.ibm.com/watson/services/personality-insights/
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work are therefore: (a) how to cope with regional differences
in word usage patterns? (b) how to develop accurate models
to leverage features and task knowledge? (c) how to deploy
value prediction models to gain insights about a large social
media user population?

To answer the above questions with concrete illustration,
we focus on personal values of users from Singapore which
has an ethnic composition of 76% Chinese, 15% Malays,
7% Indians and others. Most Singapore users are asians who
may have personal value profiles different from users from
the US and European communities. The languages used
in the Singapore community has major content differences
which may render the previous models less ineffective. To
study the personal value profiles of Singapore users and to
develop personal value prediction models using their social
media data, we have collected the Facebook content gener-
ated by a group of Singapore users. According to Alexa at
the time of this study, Facebook is the most visited social
media site in Singapore. The users in this group also com-
pleted the Schwartz’s personal value questionnaire so as to
have their personal values determined.

In developing the prediction models, we explore several
novel ideas. The first idea is to use a Singapore variant of
Linguistic Inquiry and Word Count (LIWC) instead of the
original LIWC to derive features adapted to the linguistic
characteristics of Singapore users. LIWC consists of word
categories that characterize the linguistics profiles of users.
The second idea leverages on the positive and negative cor-
relations between personal values according to the circular
structure of Schwartz’s Personal Values (Schwartz 1992) as
shown in Fig. 1. This work proposes a method to exploit the
circular structure of personal values to boost their prediction
accuracy. Both idea have not been studied in any previous
works on personal value prediction.

In this work, we further illustrate a scalable way to anal-
yse online behavior of a large group of Twitter users using
our personal value prediction model trained using Facebook
data. Despite the analysis involves different social media
data, we empirically show that the predicted labels of our
model uphold the inter-relationships among personal val-
ues (Schwartz 1992), highlight some hypotheses about user
online behaviors in Twitter, and compare them with those
reported in related works (Marshall et al. 2018; Jin 2013;
Huberman, Romero, and Wu 2009).

Contributions. In summary, the following are the novel
contributions of this work:

• We introduce a novel dataset collected for Singapore
Facebook users with the ground truth labels of Schwartz’s
personal values3 Singapore users represent a unique user
community with its own linguistic characteristics. To our
best knowledge, we are the first to analyze and predict
personal values using a community-specific LIWC incor-
porating these linguistic characteristics. This is known as
the Singapore-LIWC or S-LIWC.

• We propose a new personal value prediction model known
as Stack Model to improve the prediction accuracy of

3The anonymous dataset is shared via https://bit.ly/39FVSzL.

Figure 1: Circular Structure of Schwartz’s Personal Values
(Maio 2010)

the personal values. The key idea is to exploit the cir-
cular structure of Schwartz’s personal values. This Stack
Model is a two-layer model which supports features de-
rived from both LIWC and S-LIWC. The model yields
accuracy higher than most of the earlier state-of-the-art
prediction models.

• Instead of using social media post content only, we inves-
tigate user representation using features from Facebook
profile information (i.e., interests and groups). Empiri-
cally, we show that the profile features are strong features
to predict personal values.

• We conduct a data science study of the personal values
of a large community of Singapore Twitter users (85,000
users) who share their tweet content publicly, and corre-
late the personal values with their online behavior. In this
study, our proposed stack model discovers interesting on-
line user behavior with specific personal values. This is a
major breakthrough extending the study of personal val-
ues to a large user community.

Related Works
We divide the related works into two categories, namely: (a)
personal value prediction; and (b) personality prediction.

Personal Value Analysis and Prediction. Personal val-
ues have been studied in the context of decision making
and personal interests. In (Verplanken and Holland 2002),
the effect of individual’s personal values over their decision
process is analyzed. Hsieh et al. studied the relationship be-
tween personal values and personal interests (Hsieh et al.
2014). There are a few previous efforts (Chen et al. 2014;
Boyd et al. 2015; Maheshwari et al. 2017) to analyze the
relationship between personal values and word usage. In
(Chen et al. 2014), Chen et al. uses Reddit as the social me-
dia platform to collect user generated online context while
Boyd explicitly asks users to produce content (Boyd et al.
2015). LIWC word categories and modeled topics are used
in (Chen et al. 2014) and (Boyd et al. 2015) respectively to
capture content features. Both works show the correlation
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analysis between word usage and personal values. Chen et
al. further analyzes the prediction potential of personal val-
ues using simple binary classification models such as Logis-
tics Regression, SVM, and Naive Bayes. Nevertheless, there
has been little work on personal value prediction for user
communities using region/culture-specific languages.

Personal value prediction using Facebook data is new.
In addition to the word content in posts, Facebook pro-
files consist of other user generated profile data such as in-
terests, group affiliations, and activities. These profile data
however have not yet be used as features for personal val-
ues prediction in similar previous works (Chen et al. 2014;
Boyd et al. 2015). There also has not been any other pre-
vious works on large-scale data science study of personal
values and online behavior.

Personality Prediction. Prediction of other psycholog-
ical attributes such as personality (Golbeck, Robles, and
Turner 2011), and dark triad personality traits (Sumner et
al. 2012) based on word usage have been studied in recent
years. There were several efforts (Grankvist and Kajonius
2015; Parks-Leduc, Feldman, and Bardi 2015) to analyze the
relationship between personal values and personality traits.
In addition, researchers have studied specific human be-
havior, thinking pattern or preference using personal values
or personality traits (Mukta et al. 2017; Hsieh et al. 2014;
Verplanken and Holland 2002). Mukta et al. analyzed the
prediction potential of individuals’ movie genre preferences
using personality and personal values (Mukta et al. 2017).
Most of the previous efforts generally use content fea-
tures with simple classification models to perform predic-
tion (Chen et al. 2014; Sumner et al. 2012). To the best of
our knowledge, none of them exploits the circular structure
among personal values to improve the prediction potential of
personal values. Golbeck et al. proposed a few discrete fea-
tures extracted from Facebook profile information for pre-
dicting personality (Golbeck, Robles, and Turner 2011).

Datasets and Data Analysis
In this paper, we use two datasets covering users from the
same community. The first dataset is a small Facebook
dataset with ground truth personal value labels for train-
ing prediction models. The second dataset is a large Twitter
dataset covering more than 80K users and their tweet and
social network data. The Twitter dataset allows us to predict
the personal values of the target Twitter user community and
to conduct a large-scale study of user behavior for users of
different personal values.

Facebook Dataset Construction. Social media datasets
with ground truth personal value labels for research are gen-
erally not available. We therefore construct our own dataset
by recruiting 125 undergraduate students (42 males and 83
females) to contribute their Facebook data and personal val-
ues labels by completing the Schwartz Value Survey (SVS)
(Schwartz 1992). Each participant received a small mone-
tary reward for the participation.

The Schwartz Value Survey (SVS) is currently the most
widely used personal value assessment instrument (Caprara
et al. 2006; Chen et al. 2014; Boyd et al. 2015; Mukta et

al. 2017). This survey requires participants to rate the im-
portance of 56 value items as guiding principles in their
life within the scale from -1 to 7. To remove individual dif-
ferences in rating, we subtract every user’s original ratings
across all personal values by the average of all ratings of the
user. In this way, all users after the above adjustment share
the same average rating of 0. This is the same technique used
in previous works (Chen et al. 2014) to preprocess the rat-
ings, thus we follow the same for the comparison purposes.

Along with the survey, participants shared with the re-
search team their Facebook profile archives, which consist
of Facebook posts and other profile information such as gen-
der, preferences, and network details. The 125 users together
have a total of 383,335 posts which were posted within the
time span from the 4th quarter of 2007 to 1st quarter of
2018. They are required to remove sensitive posts before
handing their data to the research team. The least and most
prolific users have 12 posts and 20971 posts respectively
(Avg. number of posts per user = 3067). All the users had
been members of Facebook for at least 18 months at the end
of year 2017. Personal values are generally considered as
rather stable broad psychological attribute (Rokeach 1973;
Schwartz 1992) compared to other similar attributes such
personality traits. Hence it is still valid to analyze individ-
uals’ personal values using their older posts.

To check the internal consistency of survey results, we
calculated Cronbach’s alpha (Cronbach 1951) for each
higher-order value dimension. The alpha values range from
0.73 to 0.86 (even higher) for the 5 higher-level personal
values. These results are considered quite high and far better
than that derived from the dataset used in (Chen et al. 2014).

To further ensure that the dataset is well collected, we
compare the statistics of our dataset with that of a dataset
used in (Chen et al. 2014). According to Table 1, most of the
statistical figures of our dataset are similar to that of dataset
in (Chen et al. 2014). In both datasets, the mean value for
Self-Enhancement and Conservative are negative and it is
positive for the rest. Highest variance between users is ob-
served for the dimension of Hedonism in both datasets. On
the other hand, Table 1 also reveals that our dataset has low
mean values for all the personal value dimensions except for
Conservative compared to the previous dataset (Chen et al.
2014). This suggests that Singapore users are highly driven
by the goals like acceptance of tradition and customs, safety
and stability of society, and relationship. This also highlights
the importance of this research, which is done for a specific
user community to yield more accurate prediction results
and findings.

Most of the correlations between value dimensions are
also similar between the two datasets in terms of sign and
magnitude (e.g., Self-Transcendence vs Self-Enhancement,
Conservative vs Openness to Change, and Conservative
vs Hedonism). The correlation values, which are differ-
ent between our Facebook dataset and the (Chen et al.
2014)’s dataset can also be explained using the circular
structure of the Schwartz’s personal values. For example,
our dataset shows a significant positive correlation between
self-enhancement and hedonism while it is a weak negative
correlation in (Chen et al. 2014)’s dataset. Between the two,
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Our Dataset Reddit Dataset (Chen et al. 2014)

Mean Std Dev Correlations Mean Std Dev Correlations
SE CO OC HE SE CO OC HE

ST 0.30 0.50 -0.63 0.10 -0.28 -0.54 0.85 0.63 -0.58 -0.20 -0.07 -0.23
SE -0.63 0.77 -0.32 0.09 0.33 -0.50 0.73 -0.25 -0.19 -0.02
CO -0.31 0.58 -0.65 -0.40 -0.86 0.66 -0.66 -0.34
OC 0.04 0.80 0.27 0.44 0.60 0.61
HE 0.01 1.18 0.26 0.95

Table 1: Comparison between the statistics of our Facebook dataset and Reddit dataset (Chen et al. 2014) (ST=Self-
Transcendence, SE=Self-Enhancement, CO=Conservative, OC=Openness to Change, HE=Hedonism. Significant correlations
are shown in boldface.)

Post
Statistics

Total Tweets 9,499K
Average Tweets per user 111

Network
Statistics

Network Type Friend Follower
Number of edges 1,585,060 2,988,157

Table 2: Statistics of the Twitter dataset

positive correlation is more consistent with the personal val-
ues theory as Self-Enhancement and Hedonism are closer
to each other in the circumplex structure. Hence, we can
conclude that our dataset is reasonably well-collected and
it complies with the circular structure of Schwartz’s per-
sonal values, which will be exploited in our subsequently
proposed model for accurate prediction.

Twitter Dataset Construction. To conduct a larger-scale
study of personal values for users from the Singapore com-
munity, we collected public tweets posted by 85,308 Twitter
users based in Singapore during the 6 months period from
January 2017 to June 2017. The dataset was constructed
by first identifying a seed set of well known Twitter users
based in Singapore. By crawling their following links, we
reached out to other users who are also based in Singapore.
We repeated the steps until the user set does not increase by
size. In addition to the tweets, the Twitter network between
these users (i.e., followers, friends) was also extracted. All
these post and social network data are subsequently used in
our user behavioral study. The descriptive statistics of this
dataset are shown in Table 2.

Proposed Prediction Models
Task Definitions
By completing the SVS questionnaire, every user u has a
ground truth score for each personal value p denoted by
vu,p. In this paper, we focus on high-order personal val-
ues, namely: Self-Transcendence, Self-Enhancement, Con-
servation, Openness-to-Change, and Hedonism. Recall that
{vu,p}’s have been normalized to remove individual’s le-
niency (or stringency) in ratings.

We formulate personal values prediction as a classifica-
tion task similar to the previous work (Chen et al. 2014). We
divide users into two equal-sized groups for each personal
value p: top K% users and bottom K% users by vu,p. The
goal of the prediction task is to determine the group label of
any new user as accurate as possible.

In the previous works (Chen et al. 2014; Sumner et al.
2012), K = 50 was used, i.e., a mid-split classification.

For each value dimension, the top 50% users with highest
ground truth personal values are labeled as positive, and the
rest as negative. To offer a buffer in between the positive and
negative users in the prediction task, we also try K = 40. In
this case, the top 40% and the bottom 40% users are labeled
as positive and negative instances respectively, and the mid
20% users are not used.

Feature Selection
Post features using LIWC word categories. To solve the
classification task, we need to derive relevant features from
users’ social media data. Following the earlier work (Chen et
al. 2014), we utilize all 90 word categories in the Linguistic
Inquiry and Word Count (LIWC) (Pennebaker et al. 2015)
as features. These word categories are used to investigate
individuals’ beliefs, thinking patterns, social relationships,
and personalities. For each LIWC word category, we obtain
a feature score by the total frequencies of words from the
word category found in the user’s own content postings (also
known as post features).

Post features using S-LIWC word categories. For the
Singapore’s user community, a English-based creole lan-
guage known as Singlish is used widely to generate the so-
cial media content. Unlike standard English, Singlish incor-
porates words and lexical rules from Chinese, Chinese di-
alects, Malay, and even Indian languages. We therefore ex-
tend LIWC to incorporate Singish words so as to leverage
on Singlish word features. For example, the Singlish sen-
tence “the question is very chim” carries the same meaning
as “the question is difficult”. The word “chim” originates
from a Chinese dialect. In other words, one can find both
English and non-English words co-exist in Singlish. One can
therefore exploit the similar context of similar words in the
Singlish corpus to create a Singlish variant of LIWC known
as S-LIWC (LO and Lim 2018).

In S-LIWC, the key idea is to use a Word2vec word em-
bedding model (Mikolov et al. 2013) trained on a corpus
comprises of around 150,000 Singapore tweets. With the
learned model, Singlish words sharing similar context with
words found in LIWC word categories are determined. For
example, if “chim” and “difficult” (which is a seed word in
the LIWC negative emotion word category) are found to be
close to each other in the embedding space. One could there-
fore include “chim” as the Singlish word in the correspond-
ing word category.

The top q closest words (q was set to 10 empirically) for
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Posts Profile

# tokens5 107,957 6021
# LIWC tokens 37,174 (34.43%) 2773 (46.06%)
# LIWC/S-LIWC tokens 38,846 (35.98%) 3038 (50.46%)

Table 3: Coverage of LIWC and S-LIWC words in our Face-
book Dataset

Feed Forward Neural 
Network for Conservative

.

.

Top n post and top n profile 
features using S-LIWC 
word categories,

1-Layer Feed Forward Neural 
Network + Sigmoid Activation

Feed Forward Neural 
Network for Hedonism

Task-specific 
predictions for 

each value 
dimension

Task-shared 
predictions for 
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Cross Stitch LayerTask-Specific Layer

Feed Forward Neural 
Network for Openness to Change

Feed Forward Neural 
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Feed Forward Neural 
Network for Self-Enhancement

    
  Hedonism

Figure 2: Proposed Stack Model

each LIWC seed word in the embedding space are then se-
lected and added to the initial candidate word list of the seed
word. As antonyms may share also similar context, they are
removed using a logistic regression classifier trained to clas-
sify synonym-antonym relationship. This classifier is trained
on the known synonyms and antonyms sets of LIWC seed
words from Oxford Dictionary API4. After removing all
non-synonyms from the candidate word list using the clas-
sifier, a total of 9,640 distinct words are added to the vari-
ous LIWC categories which form the S-LIWC. More details
about the construction and evaluation S-LIWC can be found
in (XYZ).

Profile features. Other than Facebook content posts, we
also explore other non-textual behavioral user data as fea-
tures. We found that each Facebook user profile offers infor-
mation about user’s interests, activities, and groups which
come with textual content. Similar to content posts, we ex-
tracted words from the these profile text and derive LIWC
(and S-LIWC) word category scores as profile features.

Word coverage. Table 3 shows the coverage of LIWC
and S-LIWC words in our Facebook dataset. It shows that
an additional 1672 and 265 unique S-LIWC words have
been found in content posts and profile respectively. These
include Singlish words such as “lah”, “la”, “xuan”, and
“wan”, which are useful to analyze individuals’ personal
values. This observation further signifies the importance of
having a community specific LIWC dictionary.

Proposed Models
Our proposed prediction models consists of a few base mod-
els which serve as the baselines. We further propose a stack

4https://developer.oxforddictionaries.com/

model placing a cross stitch unit over a set of neural models
one for each personal value. In the following, we describe
both the base and stack models.

Base Models. With the selected features and ground truth
user labels, we train base models for different personal val-
ues using Logistic Regression (LR). We leave out the pop-
ular Support Vector Machine (SVM) as our experiment re-
sults show its performance is not better than LR. We also
leave out more advanced neural models as our experiments
(not reported in this paper) found out that many of these
models could not perform well due to the small dataset. For
each personal value, we train 6 base models using the fol-
lowing feature settings: (a) post features using LIWC, (b)
profile features using LIWC, (c) both post and profile fea-
tures using LIWC, (d) post features using S-LIWC, (e) pro-
file features using S-LIWC, and (f) both post and profile fea-
tures using S-LIWC. In each setting, we only use top n post
and top n profile features, selected based on a feature selec-
tion strategy mentioned in Section Evaluation of Proposed
Models, as we empirically observe that using all the avail-
able features could lead to overfitting the model given our
small dataset.

Stack Model. Unlike the previous efforts (Chen et al.
2014; Sumner et al. 2012) using separately prediction mod-
els for different personal value dimensions, we propose the
Stack Model which exploits the significant correlation in be-
tween value dimensions as shown in Table 1. In this model,
the prediction models for value dimensions are learnt to-
gether using a multi-task learning approach. As shown in
Figure 2, the stack model has (a) a task specific layer which
consists of a 1-layer feed forward neural network with sig-
moid activation for each value dimension; and (b) a cross-
stitch layer to combine output values from the task-specific
layer and supervise how much sharing is needed among re-
lated tasks (Misra et al. 2016). We further elaborate this
model below.

(a) Task-specific layer. Since our dataset is rather small,
our task-specific layer consists of one feed forward neural
network for each personal value dimension to avoid overfit-
ting. Each feed forward neural network takes S-LIWC word
categories as input features and returns prediction of a spe-
cific value dimension. Instead of feeding all S-LIWC fea-
tures as input which may lead to overfitting even with strong
regularization, we only use top n post features and/or top n
profile features (using S-LIWC word categories) identified
using a feature selection strategy (see Section Evaluation of
Proposed Models) for each neural network. We apply sig-
moid activation function to keep the predictions in the range
of [0,1]. Another softmax layer is not required here to nor-
malize the prediction outputs across dimensions as one user
may be assigned multiple value dimensions. Formally, let
Xu,p ∈ R2n×1 be the selected top n post and top n pro-
file features for personal value p of user u. The task-specific
prediction ỹu,p for personal value p of user u is predicted as:

ỹu,p =
exp(A ∗Xu,p + b)

exp(A ∗Xu,p + b) + 1
(1)

where A ∈ R1×2n and b ∈ R1×1 are the trainable linear
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projection weights and bias offset of the task-specific layer
respectively.

(b) Cross-stitch layer. This layer takes task-specific pre-
diction value for each value dimension and returns task-
shared prediction value for each value dimension, which is
calculated as the linear combination of task-specific predic-
tions for different value dimensions. Formally, let Ỹu, Ŷu ∈
R5×1 denote the task-specific and task-shared value predic-
tion for user u respectively. The cross-stitch unit comprises
a trainable linear matrix Z ∈ R5×5 to capture the sharing
between different tasks as follows.

Ŷu =
exp(Z ∗ Ỹu)

exp(Z ∗ Ỹu) + 1
(2)

To learn the trainable parameters of the proposed stack
model, we minimize following objective function using
SGD, considering the task-specific and task-shared predic-
tions into account and generalizing the loss function which
considers only final predictions (task-shared predictions).

Lu,shared = Yu � Ŷu + (1− Yu)� (1− Ŷu)
Lu,specific = Yu � Ỹu + (1− Yu)� (1− Ỹu)

L =
∑
u

Lu,specific + (1− β) ∗ Lu,shared

(3)

where Yu ∈ R5×1 denotes the actual ground truth la-
bels for top K prediction task of user u, and β controls
the weight given to task-specific and task-shared loss func-
tions. Yu[v] = 1 if the user u possesses personal value v,
and Yu[v] = 0 otherwise. � represents the dot product op-
eration. We empirically observe that giving more weight to
Lu,specific during the initial training epochs leads to better
generalization of the model. Hence, β is set as exp(−m ∗
training epoch), where m (empirically set to 10−3) is a
hyperparameter to control the slope of the β value. Z matrix
is initialized as an identity matrix and all other parameters
are initialized using a normal distribution.

Empirically, we can observe that the weights learned in
the final layer reflect the actual inter-correlations of the value
dimensions, which is elaborated in Section Evaluation of
Proposed Models. Suppose our base model of conservative
dimension predicts a low score for a given user who has
open to change ground truth label. This predicted score,
upon reaching the task-sharing layer of our stack model,
contributes to an increase the score for openness to change
(due to the opposite correlation between the two personal
value dimensions) even when the base model of openness
to change does not predict a high score for the same user.
Hence, the stack model may still return a high score for
openness to change. Likewise, our stack model exploits the
inter-correlations between personal values to modify or re-
inforce the prediction results.

Evaluation of Proposed Models
Experiment Setup. We evaluate our proposed prediction
models against two state-of-the-art baselines using our Face-
book dataset, the only dataset we can use in this research.
The two baselines are:

• IBM Watson Personality Insight API6: A well known
personal value prediction package which has been used
in many commercial settings. We report the predicted
Schwartz’s personal values returned by the API when it
receives the post content from us.

• LR (all): This follows basically the Chen’s paper (Chen
et al. 2014) and trains a logistic regression (LR) classifier
(empirically observed that LR outperforms other classi-
fiers such as naive Bayes, support vector machines, and
decision tree) for each value dimension. All LIWC fea-
tures are used as features in this model. The model how-
ever does not consider regional language differences and
correlation between personal values.

We implemented our proposed base and stack models
using Scikit-learn and tensorflow7 respectively. We mea-
sure the prediction accuracy by Area Under ROC Curve
(AUC ROC) as it allows the results to be comparable to
that in (Chen et al. 2014). For the base models for the dif-
ferent personal value dimensions, we further select top n
LIWC word categories as features to represent each user.
We compare the accuracy of the top K% prediction task for
n ∈ {5, 10, 15, 20, 30, 40, 85}. To select the top n LIWC
word category features, we considered different feature se-
lection strategies like univariate correlation methods and, re-
cursive feature elimination (RFE)8 and found RFE performs
better in most of the cases. We empirically found out that
n = 15 yields the best performance for all the value dimen-
sions. Hence, RFE and n = 15 are used in all the subsequent
experiments. For the stack model, we have used base models
using S-LIWC word categories as these features show better
results than base models using LIWC word categories.

Summary of Results. Note that our baseline methods can
only yield results based on post features only. As shown
in Table 4, our proposed models outperform the baselines
across different value dimensions for both K = 50 and
K = 40. Our base and stack model results are far better than
the random baseline, which returns exactly 0.5 for AUC.

Surprisingly, IBM Watson Personality API does not even
outperform the random guess for Hedonism (0.470) and
Self-Enhancement (0.480) value dimensions. Another inter-
esting observation is that Chen’s model (i.e., LR (all)) also
perform poorly for this dataset, possibly due to its inability
to generalize with limited data. This observation shows the
effectiveness of our feature selection strategy.

S-LIWC vs LIWC Features. Feature wise, our base
models using S-LIWC outperform those using LIWC in
most of the value dimensions. The S-LIWC profile features
perform particularly well for predicting Self-Transcendence,
while the S-LIWC post features perform well for the rest.
The concatenation of both post and profile feature sets fur-
ther improves the prediction results considerably for most of
the value dimensions.

6https://www.ibm.com/watson/services/personality-insights/
7https://www.tensorflow.org/
8RFE recursively prunes away the least important features ob-

tained using regression coefficients until the desired number of fea-
tures is reached.
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LR (all) IBM
Watson Base - LIWC Base - S-LIWC Stack

LIWC
Stack

S-LIWC

Post Post Post Profile Post |
Profile Post Profile Post |

Profile

K = 50

CO 0.487 0.554 0.711 0.632 0.711 0.754 0.64 0.795 0.742 0.775
HE 0.444 0.47 0.668 0.65 0.684 0.698 0.696 0.633 0.718 0.721
OC 0.624 0.525 0.719 0.629 0.726 0.747 0.608 0.758 0.782 0.809
ST 0.610 0.589 0.72 0.755 0.845 0.714 0.775 0.849 0.858 0.869
SE 0.481 0.480 0.705 0.639 0.702 0.754 0.744 0.783 0.726 0.777

K = 40

CO 0.491 0.573 0.712 0.636 0.692 0.708 0.568 0.704 0.749 0.807
HE 0.449 0.569 0.62 0.662 0.652 0.688 0.668 0.664 0.682 0.707
OC 0.647 0.541 0.744 0.632 0.756 0.76 0.668 0.756 0.839 0.873
ST 0.627 0.608 0.732 0.748 0.78 0.708 0.726 0.82 0.817 0.823
SE 0.483 0.454 0.736 0.644 0.756 0.768 0.834 0.804 0.802 0.829

Table 4: AUC ROC for top K% Prediction using 5-fold cross validation (The best results are shown in boldface.)

Our stack model using a two-layer neural architecture (in-
volving base models using S-LIWC based features) gives
the overall best performance. This result is encouraging as
it shows that both S-LIWC and personal values correlation
contribute to the accuracy of personal values prediction.

Interestingly, profile features alone could often yield pre-
diction accuracy comparable to post features when using S-
LIWC (e.g., Base model using S-LIWC for predicting SE).
This is not observed when using LIWC. This is due to most
of user profiles involving community-specific features.

Stack vs Base Models. As shown in Table 4, our pro-
posed stack model outperforms even the best-performing
base models for most of the personal values. The improve-
ments are especially significant in the Openness to Change
(6.7% better than Base-S-LIWC(Post+Profile)) and Hedo-
nism (3.3% than Base-S-LIWC(Post only)) value dimen-
sions. To further analyze the results of the stack model, we
report the feature weights derived from the final layer of our
stack model in Table 5. It shows the inter-correlations be-
tween value dimensions learned by the stack model consis-
tent with what we know from Schwartz’s theory (Schwartz
1992). The circular structure also implies that opposing val-
ues in the structure should have significant negative correla-
tion. For example, Table 5 shows significant negative weight
assigned to the base model predicted conservative value
ŷu,‘conserv.′ which allows predicted conservative value in
the first layer to contribute negatively to the final prediction
of openness to change value. Only 73.9% (= 4.28

4.28+1.42+0.09 )
of the predicted score of base model for openness to change
contributes to the final prediction. 24.5% (= 1.42

5.79 ) of the
predicted openness to change score is determined by the
predicted conservative value by the base model. Note that
conservative value is opposite to openness to change in the
circular structure of personal values.

Top Feature Analysis. Table 6 lists the top 15 features
of the base models using LIWC and S-LIWC for each value
dimension. A positive (or negative) correlation between a
word category and a value dimensions means that users high
in the value dimension use words from the word category
frequently (or rarely). We thus attempt to interpret some ad-
ditional relationships captured by word categories with re-
spect to the underlying goals of the value dimensions.

For Self-transcendence, the top positively correlated S-

Feature Weight
CO ST OC HE SE

Conservative(CO) 4.98 -0.03 -0.57 0 -0.62
Self-Transcend.(ST) -0.18 7.84 0 0 -0.57
Open. to Change(OC) -1.42 0 4.28 0 -0.09
Hedonism(HE) -0.71 -1.74 -0.24 4.41 0
Self-Enhance.(SE) -0.32 -1.36 -0.48 0 5.58

Table 5: Feature weights derived from the stack models’
cross stitch unit for the top 50% prediction task

LIWC word category features such as “feel”, “sadness”,
and “1st person plural” are highly reasonable. Users high
in self-transcendence adopt a people-oriented sensitive per-
sona, which is inlined with the defining goals of benevo-
lence and universalism values. The top negatively correlated
S-LIWC features are word categories such as “achievment”
and “anger”, which are top positively correlated features for
Self-Enhancement. This result further demonstrates the cor-
relation between personal values, i.e., a negative correlation
between Self-transcendence and Self-Enhancement. In con-
trast, top LIWC word category features includes a few func-
tion word categories such as adverbs and punctuation marks.

For Conservative, we observe that top 15 features ex-
tracted from posts using S-LIWC and LIWC are simi-
lar. Only the profile features shows some differences be-
tween the top features from S-LIWC and LIWC. This shows
that profile features contribute to identifying different kinds
of word usage patterns of individuals, which are not al-
ways found in posts. According to S-LIWC, Singaporeans
who are high in conservative are likely to use words from
the categories such as “health”, “home”, “religion”, and
“family”. Over here, the conservative’s positive association
with self-transcendence but negative association with self-
enhancement may be the reason.

On the whole, our stack model shows the best results
almost in all the cases and our models achieve signifi-
cant improvements, 39.9% in Conservative, 44.2% in He-
donism, 54.1% in Openness to Change, 47.5% in Self-
Transcendence, and 55.4% in Self-Enhancement, compared
to the best of IBM personality and random baselines (when
K= 50% for the classification task). Our model clearly ben-
efits from using user community specific features. There
could be differences in the personal value profile distribu-
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ST OC HE SE
Conservative (CO) 0.43 -0.44 -0.29 -0.29
Self-Transcendence (ST) -0.34 -0.46 -0.71
Openness to Change (OC) 0.08 0.08
Hedonism (HE) 0.23

Table 7: Correlations between predicted personal value di-
mensions for the Twitter dataset (Significant correlations are
boldfaced.)

tion for different user communities. Without considering the
distribution differences and word use patterns, the prediction
accuracy of personal values can suffer significantly.

Users’ Behavior in Twitter vs Personal Values
In the next study, we apply our personal values prediction
model to the analysis of a much larger Singapore social me-
dia user population finding the connections between their
social media behavior and personal value profiles. Tradition-
ally, such kind of studies could only be carried out by user
surveys which were often limited to small number of users
due to cost and did not involve real user behavioral data.

We use the Twitter dataset (see Section Datasets and Data
Analysis), consisting of 85,308 users. This is the largest
dataset we know that has been used in such a personal values
related behavior study. We seek to find out if there are sig-
nificant relationships between individuals’ behavior in Twit-
ter and their personal values determined by our stack model
trained for the mid-split prediction task (i.e., K = 50%) on
the complete Facebook dataset. The stack model uses only
post features based on S-LIWC word categories as profile
features of Twitter are not the same as those of Facebook. All
the tweets of the users are considered to extract post features.
To avoid the subsequent behavioral study to be affected by
personal values prediction errors, we only consider top and
lowest x users ranked by their predicted personal values for
each value dimension in the following analysis. x was em-
pirically set to 5000 to include the 20% most confident pre-
diction results.

To check whether the predicted labels are reasonable, Ta-
ble 7 shows the correlations among the predicted personal
value dimensions of the Twitter users. We clearly observe
the correlation of Schwartz’ personal values, where consec-
utive value dimensions are positively correlated (i.e., Con-
servative vs Self-Transcendence, and Hedonism vs Self-
Enhancement) and significant negative correlations among
opposite value dimensions (i.e, Self-Enhancement vs Self-
Transcendence, and Conservative vs Openness to Change).
This observation shows that the stack model predicts values
with reasonably good consistency, albeit a lack of ground
truth labels for accuracy evaluation.

We consider three types of behavior Twitter users demon-
strate their activeness. They are characterized by: (a) num-
ber of original tweets generated during d period of time; (b)
% of retweets (# of retweets

# of tweets ) during d period of time; and

(c) friend-to-follower ratio ( # of friends
# of followers ). We only report

the results of d chosen to be the first month of 2017 as sim-
ilar results were observed for other d settings. This study
will seek to confirm a few hypotheses proposed by previous

works about the individuals’ behaviors in Twitter and their
personal values.

Hypothesis 1: High openness individuals are heavy
users of Twitter. They tweet more often than other in-
dividuals (Sumner et al. 2012). Our results in Figure 3a
clearly supports the hypothesis. Users high in openness to
change generate more tweets on average than the users
higher in other value dimensions. Figure 3a also shows that
users low in openness to change are less active, with a small
average number of original tweets. Moreover, the individu-
als high in Hedonism have the least average number of orig-
inal tweets, which also indirectly supports a claim made in
(Marshall et al. 2018) stating that extroverts (usually higher
in hedonism) prefer to use other social media sites like Face-
book for social purposes while Twitter is often used for in-
formational purposes.

Hypothesis 2: Control and dominance over others as
well as expression of personal interests are common
among individuals who are high in Self-Enhancement.
(Schwartz 2012). As shown in Figure 3b, Twitter users high
in self-enhancement show very small % of retweets, sug-
gesting that they do not like to share other users’ opinions. In
contrast, users with very low self-enhancement are very ac-
tive in retweeting. This observation clearly supports Hypoth-
esis 2 which states that individuals high in self-enhancement
want to control and dominate others instead of following
others’ opinions.

Hypothesis 3: Protection of order and harmony in
their relationships, and selective in making relation-
ships are common among conservative people (Schwartz
1992). Figure 3c shows that there is a significant asymme-
try in their friend-to-followee ratio. On average, only 33%
of followers are getting followed for Twitter users with high
conservative values. In contrast, users with low conservative
values enjoy a higher friend-to-follower ratio (around 0.48).
This observation indicates that conservative users prefer to
select their social network carefully. Moreover, Figure 3c
shows that high openness users like to make more mutual
friends in Twitter compared to the users high in other value
dimensions. This further supports to the fact that their ten-
dency to follow new information and being active in Twitter,
which is stated in Hypothesis 1.

Summary of Findings. Despite the differences between
Twitter and Facebook, this study shows that the prediction
models trained using the latter can be used to derive inter-
esting findings of behavior demonstrated by Twitter users
with different personal values. Note that this study has care-
fully selected users from the same community (i.e., social
media users in Singapore), similar findings may not be repli-
cated when the prediction models are trained using data from
a completely unrelated user population. One possible ap-
proach to address this mismatch of training and test data
is to adopt transfer learning to adapt the prediction models,
which is another topic of research that should be studied in
the future (Calais Guerra et al. 2011).

Discussion
Ethical Concerns. To protect the privacy of the participants
when collecting and handling the data in this task, we fol-
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Figure 3: (a) Average number of tweets by top (high) and bottom (low) ranked x (= 5000) Twitter users in each value dimension;
(b) Average % of retweets by top (high) and bottom (low) ranked x (= 5000) Twitter users in each value dimension; and (c)
Average # of friends

# of followees of top (high) and bottom (low) ranked x (= 5000) Twitter users in each value dimension ((ST=Self-
Transcendence, SE=Self-Enhancement, CO=Conservative, OC=Openness to Change, HE=Hedonism), Standard deviations are
marked as error bars)

lowed a research protocol approved by the Institutional Re-
view Board (IRB) of the authors’ university. The datasets
were also anonymized before using them to train our model.

To avoid the privacy concerns related to the applica-
tions, our model is designed such that the personal val-
ues of a given user is predicted merely based on the user’s
text content (i.e., without using any shared features). Our
model therefore could be deployed at the users’ end, in-
stead of in a central system. The user’s postings can be
used to predict the personal values without having to be
shipped to a central system. Such personal value descrip-
tors stored at the user end could already enable many use-
ful services. For example, they could be used to personalize
recommendations (e.g., suitable jobs) to users based on the
users’ predicted personal values (Silva, Lo, and Lim 2020;
Kern et al. 2019).

Generalizability. In this work, the language feature gen-
eration using community-specific LIWC (i.e., S-LIWC) is
the only part specific to Singapore users. However, we
observe that the proposed model outperforms the base-
lines with even conventional LIWC too. Thus, the pro-
posed model is generalizable for other datasets. Also, the
proposed model could be integrated with any community-
specific LIWC to generate community-specific predictions.

Conclusion
In this paper, we first study how personal values prediction
using a user’s social media content can be significantly im-
proved by considering geographic differences in word usage
and profile information.

In addition, we proposed a new stack model to predict in-
dividuals’ personal values by exploiting the correlations be-
tween personal values. Through our experiments, we show
a significant boost in prediction accuracy for our proposed
stack model compared to the state-of-the-art models pro-
posed in previous works (e.g., IBM Personality Insight API).
We finally showed that our model predicts personal values of
a large set of Twitter users and derived interesting findings
linking their personal values to their behavior on Twitter.
These findings are largely consistent with previous research
using traditional survey based studies. With reasonably ac-

curate personal values prediction models, we envisage that
many interesting research studies on the impact of personal
values to opinion polarization, community formation, and
others can be carried out at scale. Although we have consid-
ered the individual’s word usage in user profiles, i.e., groups,
likes, and interests, there are other behavioral features that
can be used to enhance the prediction accuracy of personal
values which should be studied in future work. In addition,
incorporating network structure and dynamic nature in so-
cial media to predict personal values may also be another
promising future direction.
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