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Abstract

Social media platforms are already engaged in leveraging ex-
isting online socio-technical systems to employ just-in-time
interventions for suicide prevention to the public. These ef-
forts primarily rely on self-reports of potential self-harm con-
tent that is reviewed by moderators. Most recently, platforms
have employed automated models to identify self-harm con-
tent, but acknowledge that these automated models still strug-
gle to understand the nuance of human language (e.g., sar-
casm). By explicitly focusing on Twitter posts that could eas-
ily be misidentified by a model as expressing suicidal intent
(i.e., they contain similar phrases such as “wanting to die”),
our work examines the temporal differences in historical ex-
pressions of general and emotional language prior to a clear
expression of suicidal intent. Additionally, we analyze time-
aware neural models that build on these language variants and
factors in the historical, emotional spectrum of a user’s tweet-
ing activity. The strongest model achieves high (statistically
significant) performance (macro F1=0.804, recall=0.813) to
identify social media indicative of suicidal intent. Using three
use cases of tweets with phrases common to suicidal intent,
we qualitatively analyze and interpret how such models de-
cided if suicidal intent was present and discuss how these
analyses may be used to alleviate the burden on human mod-
erators within the known constraints of how moderation is
performed (e.g., no access to the user’s timeline). Finally, we
discuss the ethical implications of such data-driven models
and inferences about suicidal intent from social media. Con-
tent warning: this article discusses self-harm and suicide.

Introduction
Suicide is a devastating public health issue resulting in
nearly 800,000 lives lost worldwide annually (WHO 2014).
Suicide prevention research and practice has made great
strides in identifying general attributes of who is at higher
risk for suicide (May and Klonsky 2016; Nock et al.
2012) and developing face-to-face psychosocial interven-
tions (Hawton et al. 2016). However, despite this progress
and growing awareness, suicide rates mirror rates from the
1950s (CDC 2020). Moreover, 80% of patients do not un-
dergo clinical treatment, and, of those who do, about 60%
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of those who died of suicide denied having any suici-
dal thoughts to mental health practitioners (McHugh et al.
2019). In contrast, people exhibiting suicidal ideation often
turn to social media to express their feelings (Coppersmith
et al. 2018; Robinson et al. 2016; De Choudhury et al. 2016,
2013), with eight out of ten people disclosing their suicidal
thoughts and plans on social media (Golden, Weiland, and
Peterson 2009; Maple et al. 2019).

Public health experts and healthcare providers have called
for innovative, real-time interventions, including leverag-
ing digital technology like online interventions (Witt et al.
2017). Social media providers have responded to this call by
introducing interventions for social media users who post
about self-harm, including suicidal intent. For example, on
Facebook and Twitter, users can flag posts that are poten-
tially indicative of suicidal intent for trained human mod-
erators to review. In turn, these moderators identify which
posts warrant an intervention such as linking the at-risk user
with support resources like the Substance Abuse and Mental
Health Services Administration’s National Suicide Preven-
tion Lifeline (Twitter 2020; Card 2018)

Social media platforms are expanding these self-report
mechanisms to include automatic identification of content
suggestive of potential self-harm (Card 2018). Researchers
have proved the feasibility of automatic identification of
self-harm content (De Choudhury et al. 2016; Braithwaite
et al. 2016). However, algorithms struggle with word sense
disambiguation (i.e., when an individual may express simi-
lar phrases but differ semantically) that are seemingly easy
for humans to identify (Card 2018; Sawhney et al. 2018b).
For example, an algorithm may struggle to distinguish a sar-
castic statement like “Ugh. This class is so boring. I want to
kill myself.” from an expression of suicidal intent. We refer
to these types of tweets, where suicidal intent is absent but
phrases that may be indicative of suicidal intent (e.g. “kill
myself” in the previous example) are present, as edge cases.

Another limitation of recent advances for computationally
assessing suicide risk on social media (Coppersmith et al.
2018; Ji et al. 2019) is that analyzing the linguistic traits
of an individual tweet is often not sufficient for accurate
identification of suicidal intent. Additional user-level con-
texts, such as posting history, can be instrumental in identi-
fying a build-up of negative emotions, often linked to suici-
dal ideation (Robins et al. 1959; Sawhney et al. 2021). This
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emotional build-up can occur weeks, months, or even years
before the onset of suicidal ideation (Overholser 2003), and
suicidal behavior is also influenced by past ideation or at-
tempts (Van Heeringen and Marušic 2003).

Content moderation on social media remains a sociotech-
nical system requiring human labor to stay in the loop to
rubber-stamp, or verify, automated decisions (Wagner 2019;
Roberts 2019). Moderators report that the tasks can be not
only “mind-numbingly repetitive”, but also expose workers
to emotional labor (Roberts 2019). Compounding this, the
recent COVID-19 pandemic added to worker strain (Faddoul
2020), while simultaneously there was an increase in popu-
lation mental health problems (Ayers et al. 2020) potentially
increasing the burden on the few workers remaining.

We aim to further the task of automating identification of
suicidal intent on social media, specifically Twitter, by dif-
ferentiating between tweets containing potentially concern-
ing language indicative of suicidal intent versus edge cases
by examining the following research questions.

RQ1: Are there temporal variations in linguistic fea-
tures that differentiate between tweets containing ex-
pressions of true suicidal intent and language that could
be misidentified as suicidal intent (i.e., edge cases)? Us-
ing a Sparse Additive Generative Model (SAGE), we ana-
lyze how a user’s language in their tweets varies temporally,
differentiating between tweets where expressions of suicidal
intent is present versus those where suicidal intent is absent.

RQ2: Are there temporal variations in emotional lan-
guage that differentiate between tweets containing ex-
pressions of true suicidal intent and edge cases? We fine-
tune a pre-trained transformer language model for emotions,
and use it to automatically extract the differentiating tempo-
ral variations in emotions expressed in tweets where expres-
sions of suicidal intent is present versus those where suicidal
intent is absent.

RQ3: Can predictive models, trained jointly on tempo-
ral activity and language features, differentiate between
tweets containing expressions of true suicidal intent and
edge cases? We build a time-aware sequential neural model
that differentiates between tweets where expressions of sui-
cidal intent is present versus those where suicidal intent is
absent. We then examine the interpretability of the model’s
decision on three example tweets.

Findings and Contributions. We find temporal varia-
tions in general and emotional language that are indicative
of suicidal intent versus edge cases. We contribute a time-
aware neural model that can differentiate if suicidal intent is
present or absent in a tweet based on these language vari-
ations, by factoring in the relative time difference between
successive historical tweets. We analyze how time-aware
and emotion-aware models outperform previously published
models of handcrafted language feature based approaches
and recent deep learning neural network models to detect
the presence of suicidal intent (i.e., we rebuilt these previ-
ously published models as well as trained and tested on an
existing large dataset).

Specifically, we leverage STATENet, that advances the
Bidirectional Encoder Representations from Transformers
(BERT), a generic langauge model, by fine-tuning BERT

based on Plutchik’s wheel of emotions and apply a time-
aware long short term memory model (LSTM) to model ir-
regularities in a user’s online behavior thereby incorporat-
ing historical context for each user. We show how time- and
emotion-aware neural models advancs the state-of-the-art in
user context models, specifically for suicidal intent detec-
tion by incorporating a well established emotion hierarchy,
the Plutchik’s wheel and by modeling the irregularities in
user’s tweeting behavior as opposed to conventionally used
sequential models like RNNs, and LSTMs.

Finally, we discuss practical implications of such an in-
terpretable model for human moderators including explain-
ability, transparency, and moderator fatigue.

Ethical Considerations and Privacy. First, our study
discusses self-harm and suicide, so we suggest caution for
readers. Second, although our study was exempted from re-
view from our respective institutional review boards, we ad-
here to suggested data protections (Benton, Coppersmith,
and Dredze 2017; Chancellor et al. 2019) including sep-
arately storing the annotation of user data from raw user
data on protected servers linked only through anonymous
IDs. Third, although these tweets are public (Mishra et al.
2019; Fiesler and Proferes 2018), we paraphrase all exam-
ple tweets per the moderate disguise scheme suggested by
(Bruckman 2002) to avoid reverse identification (Ayers et al.
2018). Finally, our work focuses on developing a neural
model for screening tweet content indicative of suicidal in-
tent and does not make any diagnostic claims. We conclude
by discussing ethical and privacy considerations in detail.

Background
Identifying Suicidal Content in Social Media
Previous research has established that our language and be-
havior on social media contain clues that indicate suicidal
ideation offline. Although numerous studies have examined
the detection of suicidal ideation on social media, we high-
light research that delineates the various approaches to rep-
resent this task’s complexity.

The earliest research focused on distinguishing tweets
indicative of suicidal ideation versus non-suicidal ideation
without considering the user’s previous language or behav-
ior (Braithwaite et al. 2016; O’Dea et al. 2015). Other re-
searchers examined the group-level posts of people who
shifted from posting on general mental health subreddits
(e.g., depression) to a subreddit specifically for people ac-
tively contemplating suicide finding evidence that linguistic
cues (e.g., a transition to more action-oriented words and
self-references) are predictive of a switch between forums
(De Choudhury et al. 2016). At the individual-user level, re-
searchers have explored timelines of Weibo (Chinese social
media) users with confirmed deaths by suicide finding evi-
dence suggestive (increased frequency of posting and nega-
tive sentiment) of shifting temporal patterns in content and
behavior prior to the user’s death (Huang et al. 2017).

Outside of ongoing improvements to the proprietary algo-
rithms developed in-house by social media platforms (Card
2018), there has been limited research on delineating tweets
containing suicidal intent from edge cases, especially meth-
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ods that incorporate temporal changes in the user’s language
and behavior. Our work aims to fill this gap examining the
temporal attributes that delineate between these tweets.

Human Moderation of Social Media
Human moderators are the unspoken gatekeepers of social
media, underpinning moderation regardless of claims of au-
tomation (Wagner 2019). Of the two types of moderators:
unpaid volunteer moderators (e.g., individuals flagging con-
cerning content or subreddit moderators) and commercial
content moderators (CCM) (e.g., employees or contractors
of social media companies); we focus on CCMs.

Often, with little training, CCMs are faced with reading
thousands of posts each day, flagged by concerned viewers
(Weber and Seetharaman 2017), and are expected to elevate
posts indicative of self-harm to experts specialized in rapid
response (Goggin 2019). CCMs are often outsourced, isolat-
ing them from other workers, but ensuring cultural compe-
tency with the intended audience (Roberts 2019). This isola-
tion is particularly troubling given their often relatively low
status in the company, low wages, and frequent exposure to
disturbing content (Roberts 2016).

CCMs report that some content is harder to adjudicate
because of the effort that is required (e.g., viewing an en-
tire video to determine if the content is contained within)
(Roberts 2016), but also because they often are not given
access to the user’s profile to aid their decision of whether
to elevate to the rapid response worker (Goggin 2019). The
rapid response workers are encouraged to review a user’s
history for contextualization before making a decision, but
little is known about this process, in part because it is pro-
prietary. Current sociotechnical systems inherently have a
human-in-the-loop despite automation and our work aims to
build interpretable models that can be used by both CCMs
and rapid response workers to aid in delineating the presence
of true suicidal intent.

Data
We build on an existing dataset of tweets annotated for the
presence of suicidal intent that was curated by Sinha et al.
(Sinha et al. 2019). First, we describe this existing dataset
and, second, how we expanded this dataset to include each
user’s historical tweets. The existing dataset includes 34,306
tweets from 32,558 unique users that were collected us-
ing the Twitter REST API1 from October 2018 to Decem-
ber 2018 and contained at least one of 248 suicidal phrases
(e.g., “wanting to die”, “suicide times”, “last day”, “feel pain
point”). These suicidal phrases were identified by ranking
phrases in subreddits containing discussions of suicide such
as r/suicidalthoughts, r/suicidewatch by employing Pytex-
trank2. Under the supervision of a professional clinical psy-
chologist, the tweets were annotated for the presence of sui-
cidal intent by two students of clinical psychology as:
• Suicidal Intent (SI) Present: Tweets which explicitly de-

scribe suicidal ideation including plans, or previous at-
tempts are discussed in a somber and non-flippant tone.
1https://developer.twitter.com/en/docs/twitter-api
2https://pypi.org/project/pytextrank/
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Figure 1: Number of tweets in each time bucket d

• Suicidal Intent (SI) Absent: Tweets with no reasonable
evidence for risk of suicide, including song lyrics, con-
dolence messages, news and awareness-related tweets. In
other words, consistent with our previous language, these
are edge case tweets.

The annotators achieved a Cohen’s Kappa score of 0.72.
The resulting dataset contains 3,984 tweets annotated as SI
present and 30,322 annotated as SI absent. For the disagree-
ments, the two clinical psychology student annotators dis-
cussed the data sample and then it was further reviewed by
the expert, practicing clinical psychologist who finalized the
annotations for the disagreements. Further details of how
this existing dataset was curated, including the qualitative
labeling, can be found in (Mishra et al. 2019).

Our study builds on the previously described existing
dataset by collecting all historical tweets for each of the
32,588 unique users in the existing dataset that were tweeted
from 2009 to 2019, totalling to 2,314,127 historical tweets.
The mean number of historical tweets per a user is 748
tweets (min = 0, max = 3,200) with a standard deviation of
789 tweets with 4,070 users having no historical tweets out-
side of the tweet in the existing data. The mean time differ-
ence between two consecutive tweets for a user is two days
with a standard deviation of approximately 24 days between
two tweets, indicative of large variations across users.

RQ1: Exploring Temporal Linguistic Features
of Tweets with SI Present versus SI Absent

Our first research question explores a user’s historical tweets
prior to the tweet in question to examine the temporal vari-
ations in linguistic features between tweets with SI present
versus SI absent.

Methods
We divide a user’s historical tweets into non-overlapping
time buckets prior to the tweet in question. The time buckets
are defined in d days, where d ∈ {1, 7, 14, · · · , 365} be-
fore the tweet in question, as shown in Figure 1. We then
assess which words are distinctive of each time bucket using
an unsupervised topic modeling technique, the Sparse Ad-
ditive Generative Model (SAGE)3 (Eisenstein, Ahmed, and
Xing 2011). SAGE utilizes the measure of a log-odds ratio to
contrast word distributions between a corpus of interest (in

3https://github.com/jacobeisenstein/SAGE
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Suicidal Intent Present Suicidal Intent Absent

1 Day SAGE 1 Day SAGE
slit 2.91 dispatch 2.48
needles 2.78 neverland 2.44
schizophrenia 2.42 runaways 2.16
antidepressants 2.23 lobbying 2.11
urges 2.13 shutdown 2.05
1 Week SAGE 1 Week SAGE
selfloathing 2.78 bandersnatch 2.84
symbols 2.14 braveheart 2.77
resigned 2.13 birdbox 2.68
miscarriage 1.98 copycat 2.39
storytelling 1.71 lmmfaooooo 2.31
2 Weeks SAGE 2 Weeks SAGE
cbd 2.38 hamper 2.00
merry 1.46 camels 2.00
hearts 1.56 glances 1.90
pharma 1.26 obscene 1.90
reflux 1.12 reindeer 1.88
1 Month SAGE 1 Month SAGE
shouted 1.77 remember 2.38
vanishing 1.56 dalton 1.97
grammy 1.41 swerved 1.91
poems 1.18 piracy 1.90
thanksgiving 1.18 grammy 1.57
3 Months SAGE 3 Months SAGE
raffle 1.85 coveted 2.01
homosexuality 1.36 piranha 1.89
meaningless 1.06 raffle 1.87
morphine 1.04 prizes 1.74
fires 1.03 cnns 1.69
6 Months SAGE 6 Months SAGE
opines 1.21 iridescence 1.26
sweetner 1.02 constable 1.13
ford 0.81 bussiness 1.10
nike 0.81 fords 1.06
accusation 0.79 sweetener 1.04
1 Year SAGE 1 Year SAGE
laurel 1.58 rozza 1.82
sunglasses 1.47 shipping 1.80
rockets 1.20 got7s 1.62
celtics 1.18 laurel 1.58
autism 1.15 sunglasses 1.48

Table 1: Five cherry-picked distinctive words across time-
buckets obtained using SAGE for historic tweets prior to the
tweet in question. A higher SAGE score is indicative of its
saliency.

our case, the time bucket) against a baseline corpus (in our
case, the whole corpus). SAGE focuses on identifying dis-
tinctive high-frequency terms with less sensitivity towards
low-frequency words and identifies words that are more dis-
tinctive of the time bucket relative to all other time buckets.
Prior to applying SAGE, we pre-processed the tweets by re-
moving all hashtags and excluding tokens that appeared at
less than five times in the corpus.

Results
Table 1 presents the top five most distinctive words of his-
torical tweets prior to the tweet in question (i.e., SI present

JoyAnticipation

Sadness

Anger
(anger)

(sadns)
Surprise

Fear

Trust

Disgust

Plutchik's	
Wheel	
of	

Primary	
Emotions

(fear)

(joy)

(srpse)

(trust)

(antcp)

(dsgst)

Figure 2: The primary set of opposing emotions described
by Plutchik’s wheel. In brackets: abbreviation code.

versus SI absent) for each time bucket. In historical tweets
one day prior to the tweet in question, words that are
more frequently discussed in the context of mental health
(“slit”, “needles” and “schizophrenia”) are more prominent
in tweets where SI is present, especially in comparison to
the neutral words prominent in tweets where SI is absent.
For example,

“· · · want a motionless body”, “wrists slit”, “· · · stop
f∗∗king with feelings”, “good night fr∗∗∗ its over · · · ”
In historical tweets one to two weeks prior to the tweet

in question, words (“selfloathing”, “resigned” and “miscar-
riage”) commonly used to express distress are more promi-
nent in tweets where SI is present and notably lacking from
tweets where SI is absent. For example,

“selfloathing”, “hating my∗∗ · · · ”, “yearned someone
thin∗∗”, “prettier · · · ”, “cleverer”, “· · · and better”

Tweets older than two weeks include more seemingly ran-
dom words (“grammy”, “raffle”, “nike”), but still on occa-
sion include words reflective of groups at higher risk of sui-
cide (“homosexuality”, “autism”) (Saha et al. 2019; Mayes
et al. 2013) and “morphine” which can be reflective of
chronic pain and substance use disorders, both of which are
associated with higher suicide rates (Oquendo and Volkow
2018). Also, these historic tweets have more overlapping
words across time buckets as suggested by lower SAGE
scores and observe some overlapping words (“sunglasses”)
between the SI present and SI absent tweets.

RQ2: Exploring Temporal Emotional
Language of Tweets with SI Present versus SI

Absent
Our second research question explores a user’s historical
tweets prior to the tweet in question to examine the tem-
poral variations in emotions expressed between tweets with
SI present versus SI absent

Methods
To analyze the emotional traits of a tweet, we utilize
Plutchik’s wheel of emotions (Plutchik 1980), which out-
lines eight primary emotions arranged as four pairs of op-
posing dualities, as shown in Figure 2. Building on existing
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encoding methods in the state-of-the-art, STATENet (Sawh-
ney et al. 2020), we utilize transfer learning to fine-tune
a pre-trained BERT on Emonet (Mohammad et al. 2018),
and call it EmotionBERT. Emonet is a popular corpus of
790,059 tweets labeled across the eight primary emotions.
BERT fine-tuned on Emonet serves as an emotion feature
extractor over historical tweets. We also tried extracting
LIWC features from tweets to obtain representations of the
tweets to feed to the predictive model, as opposed to the
BERT encoder. We empirically found BERT to outperform
LIWC significantly (p < 0.05) under identical conditions.
We postulate this performance gap to BERT’s ability to un-
derstand context owing to 1) massive pretraining and self-
attention mechanisms that makes BERT a strong benchmark
across many NLP problems. 2) fine-tuning BERT (Emotion
BERT) captures a broader sense of both emotions and Twit-
ter slang such as ”lmao”, ”lol”, etc. better. After identifying
the emotions in each historical tweet, for consecutive histori-
cal tweets, we first compute mean cosine similarity for emo-
tions expressed. We then bin the tweets into the time buckets
as previously described to examine how emotions vary tem-
porally prior to the tweet in question. To determine statis-
tical significance, we perform Wilcoxon Signed Rank Test
(Woolson 2007) on emotions expressed in historical tweets
between where SI is present and SI is absent.

Results
We observe that the cosine similarity between emotions ex-
pressed by consecutive historic tweets associated with a
tweet with SI present is significantly (p < 0.001) lower
than a SI absent tweet. Figure 3 presents the variation in
emotions identified in historical tweets prior to the tweet
in question where SI is present. We observe that histori-
cal tweets where SI is present, include emotional variability
that changes temporally, including less anticipation-related
language three months prior, more sadness-related language
two weeks prior, less joy-related language one week prior,
and less fear-related language the day prior to the tweet in
question. The difference in emotional variation is larger (i.e.,
language becomes more or less frequent for each emotion
compared to the baseline where SI is absent) closer to the
tweet in question, as shown by the intensity of the colors in
Figure 3. The difference in emotions between tweets where
SI is present versus absent reduces as the color intensity de-
creases with white, indicating no difference in the emotional
variation.

RQ3: Predictive Modeling of Tweets with SI
Present versus SI Absent

Our first two research questions focused on exploring tem-
poral language features. Our final question focuses on build-
ing and interpreting a predictive model based on these ex-
ploratory results to identify tweets where SI is present.

Methods
Problem Formulation Following prior work, we formu-
late the problem as a binary classification task to pre-
dict a label yi for a tweet in question ti authored by
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LSTM

Temporal
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Final 
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Suicidal Intent
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Figure 4: Model Overview

user ui, where, yi ∈ {SI present, SI absent}. We de-
note a tweet to be assessed for the presence of suici-
dal intent as ti ∈ T = {t1, t2, · · · , tN} authored by
a user uj ∈ U = {u1, u2, · · · , uM}, posted at time
τ icurr. Each tweet ti is associated with history Hi =
[(hi1, τ

i
1), (h

i
2, τ

i
2), · · · , (hiL, τ iL)] where hik is a historic

tweet by the user uj posted at time τ ik with τ i1 <)τ
i
2 < · · · <

τ iL < τ icurr. We now describe the model architecture (Figure
4), training, and performance assessment.

Extracting General Language Features from Tweets
Recent developments in NLP have shown that pre-trained
transformer models, like BERT, yield more comprehensive
representations of linguistic features in a tweet (Salminen
et al. 2020). We use BERT to encode linguistic represen-
tations of tweets by averaging the output vectors for all
tokens in each tweet from BERT’s final layer. Formally,
T

′

i = BERT(ti) where T ′i ∈ R768 is linearly transformed
using a dense layer to Ti ∈ Rd with dimension d.
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Extracting Emotional Language Features from Tweets
We use Emotion BERT (as discussed in RQ2), which takes
a historical tweet hik and a high-dimensional encoding is
obtained from the [CLS] token from the final transformer
layer which is densely connected with a 8-dimensional out-
put layer representative of each primary emotion. We utilize
the latent 768-dimensional encoding as the representation
of the emotional spectrum. Formally, we define the emotion
vector (Ei

k ∈ R768) of each historic tweet as:

Ei
k = EmotionBERT(hik) (1)

Learning Temporal Tweeting Activity Patterns We fo-
cus on the state-of-the-art, STATENet (Sawhney et al. 2020)
for our subsequent model analysis. The sequential nature
of a user’s tweets over time makes sequential models, like
LSTM models, the most natural methods to encode repre-
sentations and learn from a sequence of a user’s historical
tweets. LSTM cells assume that the input is equally spaced
sequences and thus are unable to model irregularities in post-
ing times of tweets. However, tweets occur at irregular time
intervals that can vary widely from a few seconds to a few
years (Wojcik and Hughes 2019) and capturing these tem-
poral variations may in itself be important for characterizing
changes in behavior.

To overcome this limitation, STATENet leverages a Time-
aware LSTM (T-LSTM) (Baytas et al. 2017), where the
T-LSTM cell incorporates the actual time differences be-
tween tweets as well as each tweet’s extracted features T i

k
as previously described. Using this relative time difference
between the user’s historical tweets can progressively model
the user’s language and tweeting activity more accurately
over time. The T-LSTM applies time decay to the memory
according to the elapsed time between successive tweets and
weights the short-term memory cell CS

k . This translates to
the intuitive understanding that the greater the time elapsed
between two tweets, the less impact they should have on
each other. For each historic tweet hik, the T-LSTM cell
modifies LSTM gate operations to compute the current hid-
den state (H̃i

k ∈ Rd) by feeding an altered memory cell.

Temporal Attention Often only a few tweets contain rel-
evant signals. For example, (Shing, Resnik, and Oard 2020)
report that for a user showing signs of suicidal intent, ex-
perts identified only two out of 1,326 postings were relevant
to assess the presence of suicidal intent. To capture such rel-
evant signals, we propose a temporal attention mechanism.
This mechanism learns adaptive weights for contextual rep-
resentations of each tweet (H̃i

k), highlighting tweets with in-
dicative markers for the presence of suicidal intent and ag-
gregates them as:

ai =

Li∑
k=1

αi
kH̃

i
k, α

i
k =

exp(α̃i
k)∑Li

k=1 exp(α̃
i
k)

(2)

α̃i
k = cLtanh(WxH̃

i
k + bx) (3)

where Wx ∈ RTi×H , bx ∈ RTi and c ∈ RTi are network
parameters and ai is the contextual representation of a user’s
historical tweets.

Training the Predictive Model To identify the presence
(or absence) of SI in a tweet in question, these models jointly
learn from the language of the tweet in question and the tem-
poral variation in emotion in historical tweets. We feed ex-
tracted features ai from the Temporal Attention to a dense
layer with Rectified Linear Unit (ReLU ) to form a predic-
tion vector. Finally, a softmax function is used to output the
probability of whether the tweet in question has SI present.

ỹi = ReLU(Wy(ai) + by) (4)
ŷi = softmax(ỹi) (5)

where ŷi is the final suicide risk assessment and {Wy, by}
are network parameters.

Suicide has a low baseline rate in the general population
and subsequently tweets with true SI present are relatively
small (Ji et al. 2019). To address this problem of class imbal-
ance, which is likely much higher in reality than our dataset,
we train the neural network using Class-Balanced loss (Cui
et al. 2019) along with Focal Loss (Lin et al. 2017). This
loss function applies a class-wise re-weighting scheme by
introducing a weighting factor that is inversely proportional
to the number of samples.

Data Split and Preprocessing We split the tweets in the
dataset on the basis of users such that there is no overlap be-
tween users in the train, validation, and test set. We perform
a stratified 70:10:20 split across the three sets, such that the
train, validation, and test sets consist of 24014, 3431, and
6861 tweets, respectively. Although there may be multiple
tweets to be assessed by the same user, their associated his-
tory differs according to the tweets’ posting timestamps. We
ensure that for each tweet to be assessed, only the historical
tweets having timestamps older than that of the tweet to be
assessed are used for historic modeling.

Experimental Setup and Hyperparameters We select
hyperparameters based on the highest Macro F1 obtained
on the validation set for all models. We use grid search
to explore: number of features in hidden state H̃D ∈
{8, 64, · · · , 512}, number of LSTM layers n ∈ {1, 2, 5},
dropout δ ∈ {0.0, 0.1, · · · , 0.5}, initial learning rate Ilr ∈
{0.01, 0.001, 0.0001}, warm-up steps Sws ∈ {3, 5, 7}. The
optimal hyperparameters were found to be: H̃D = 512,
n = 1, δ = 0.5, Ilr = 0.0001, Sws = 5. We implement
all methods with PyTorch 1.6 (Paszke et al. 2019) and op-
timize using mini-batch Adam with a batch size of 256 and
Ilr = 0.0001. We use the cosine scheduler with a warmup
step of 5 (Gotmare et al. 2018). We train the model for 20
epochs and apply early stopping with a patience of 5 epochs.
The model takes 934s to train on an Nvidia Tesla K80 GPU.

Performance Comparisons We compare the perfor-
mance of these state-of-the-art methods via replications
of the architectures and representations presented in prior
works on detection of suicidal content in social media:

1. Random Forest (Sawhney et al. 2018b): We replicate a
random forest with tweet level features including statisti-
cal, LIWC features, n-grams and part of speech counts.
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Contextual Modeling Language Features Model Macro F1 ↑ Precision ↑ Recall ↑ Accuracy ↑
No History LIWC+POS+TF-IDF Random Forest 0.536 0.489 0.513 0.548

POS+Interaction+Content Logistic Regression 0.571 0.563 0.583 0.589
Word2Vec C-LSTM 0.588 0.568 0.597 0.602

History + RNN Fast Text Embeddings SDM 0.743 0.578 0.755 0.819
BERT Embeddings DualContextBert 0.767 0.589 0.786 0.823

Specific Temporal Functions BERT Embeddings Exponential Decay 0.737 0.582 0.759 0.828
Surprise and Episodic Modeling 0.741 0.583 0.762 0.831

History+Time-LSTM BERT Embeddings STATENet + Temporal Attention 0.804* 0.612* 0.813* 0.856*

Table 2: Median of metrics for various representations and architectures obtained over 20 different runs. LIWC = Linguistic
Inquiry and Word Count, POS = part of speech, TF-IDF = term frequency–inverse document frequency. * indicates that the
result is significantly better than DualContextBert (p < 0.005) for Wilcoxon Signed Rank Test. Bold denotes best performance.

2. Logistic Regression (De Choudhury et al. 2016): We
replicate a logicstic regression classifier that utilizes un-
igram and bigrams tokens with linguistic structure, inter-
personal awareness and interaction based measure cate-
gories as features.

3. C-LSTM (Sawhney et al. 2018a): We replicate the deep
neural network that uses CNN to capture local features
and LSTMs for tweet encoding.

4. Suicide Detection Model (SDM) (Cao et al. 2019): We
replicate a model that encodes tweets using fine-tuned
FastText embeddings. Historic tweets were passed se-
quentially through LSTM + attention and concatenated
with the tweet to be assessed.

5. Exponential Decay (Sinha et al. 2019): We replicate a
model that weighs GloVe embeddings of historic tweets
through an exponential decay and ensembles it with the
GloVe embedding trained on a BiLSTM + attention.

6. Surprise and Episodic Modeling (Mathur et al. 2020):
We replicate the a decision level ensemble model similar
to exponential decay, but factors in sinusoidal and white
Gaussian noise for historic tweet modeling.

7. DualContextBert (Matero et al. 2019): We replicate the
best performing model at CLPsych 2019, which uses
BERT for encoding Reddit posts fed to an attention-based
RNN layer. In our implementation, we use all the user’s
historic tweets.

Interpreting the Model We present visualizations that
could be supplied to human moderators to support interpre-
tation of the model’s final decision of whether SI is present
or absent in the tweet in question. These visualizations show
the salient information the model used for its decision with-
out revealing the user’s profile, much like the conditions de-
scribed for CCMs.

Results
Performance Comparison Table 2 presents the results of
STATENet with existing models, indicating that STATENet
is significantly (p < 0.005) outperforming these previous
architectures and representations. As shown in Table 2, se-
quential models outperform those relying on text-based fea-
tures alone. Additionally, models which factor in exact time
lapses and applies attention mechanism to identify tweets
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Figure 5: Performance with number of historical tweets

that show signs of suicidal intent, outperforms other mod-
els that model tweets as equally spaced inputs. We postulate
that time-aware sequential models likely learn more accurate
representations of users’ historic emotional state (Sawhney
et al. 2021).

We observe low precision of models since tweets showing
suicidal intent form only a tiny proportion of the data. How-
ever, posts on social media are copious, and a high recall for
SI present can help prioritize at-risk users. Hence, achieving
a higher recall can be crucial in a human-centered mental
health model and thereby balance low precision.

Results with Varying User History We discuss model
performance given a different amount of historical look-
back in terms of number of days in Figure 5. We can see
that Macro F1 and Recall for SI present monotonically in-
crease until 2 weeks, likely as the model learns more about
the user’s emotional state over time. When we further in-
crease the number of tweets that the model can see in user
history, the model performance does not significantly im-
prove. This observation is consistent with previously pub-
lished research (Selby, Yen, and Spirito 2013; Kaplow et al.
2014; Glenn et al. 2020) finding that the importance of a
user’s emotional state decreases over time for assessing the
user’s current suicide risk. Additionally, we note that short-
term behavior upto 1 month (as shown in Figure 1a) is more
bursty whereas longer term behavior shows greater den-
sity linking towards slow temporal variation (Sawhney et al.
2021).

Model Interpretation Figure 6 presents three interesting
example tweets in question as they could be presented to a
human moderator and the correct and incorrect assessment
made by different models for the presented tweets. We show
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USER 1

I	dont	want	to	be	here	anymore	again.

USER 2

Been	a	year	since	I	lost	the	most	important
man,	the	loss	has	never	sunk

USER 3

Nobody	be	shocked	when	snap	and	take	a
life,	either	my	own	or	theirs

[13 July 2017]: yes i almost tried to kill myself
again tonight yes it is only been ten minutes

and im now retweeting tweets

[27 May 2017]:  do not know if its seasonal
depression or just me avoiding christmas by

staying in all day

[2 June 2016]:  i  love  my  mother  she  is
great life is amazing

[13 July 2017]:  wrote this a year ago today
and one year on i am boxing things up and

moving into my own house it is crazy

[19 November 2014]: I don’t think i will see the
end of today, there is nothing left for me to do

[16 November 2014]:  i  deserve  death,  dear 
sixteen year old me it will never get better

[29 December 2018]: when  you  said  your 
last good bye,  i  die  a  little  bit  inside,  i  lay 

in tears in bed all night, alone without you 

[21 December 2018]: Do you collect anything.
If so what is it? Memories hahhahahhaa

[16 December 2018]: I am alive and I am
happy about it dammit why even
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Figure 6: Tweet to be assessed and chronologically ordered historic user tweets. Visualized self-attention (averaged over all 12
BERT heads, higher red intensity corresponds to higher attention). Figure adapted from (Sawhney et al. 2020)

the same tweets as used in (Sawhney et al. 2020).4 For User
1, relying on examining the tweet in question itself is too
ambiguous to assess if the user has suicidal intent. However,
in Figure 6, the text of the historical tweets clearly indicate
a history of suicidal behavior and the emotional intensity
indicates a history of tweets with reduced joy-related lan-
guage and increased sadness-related language. In contrast,
consider User 2, where the model has associated the word
“loss” with the presence of SI. The user historically posted
ambiguous tweets that may indicate SI in years prior as
shown in Figure 6, but the user has reduced their sadness-
related language and increased their joy-related language
most recently. For User 3, the current tweet does not con-
tain strong semantic indicators of suicidal intent. Moreover,
historic tweets do not show any recognizable emotional pat-
tern. Such a case presents the complexities associated with
suicide risk assessment and exemplifies the complexity of
the task and need for future work.

Discussion
Social media platforms are already leveraging online so-
ciotechnical systems to provide just-in-time interventions.
Our work expands on pre-existing work that exemplified that
suicidal content can be automatically identified to examine
how language features may contribute to improved identifi-
cation and provide interpretable insights that can aid human
moderation in identifying expressions of suicidal intent in
difficult tweets that include language potentially indicative
of suicidal intent. We elaborate on the influence of tempo-
ral context in improving automatic identification of suicidal
intent and implications for the role that interpretable models
can play in human moderation of suicidal intent.

4https://github.com/midas-research/STATENet Time Aware
Suicide Assessment

Importance of Temporal Context in Evaluating
Suicidal Intent of Social Media Posts
Our results suggest that there is temporal variation in gen-
eral and emotional language before a clear expression of sui-
cidal intent and consideration of this variation can greatly
improve performance of automatic identification of suici-
dal intent. For example, consistent with (Glenn et al. 2020;
Huang et al. 2017), we find shifting patterns in emotional
language, including increased language indicative of fear
and sadness and decreased language indicative of antici-
pation and joy, within two weeks of the tweet containing
the presence of suicidal intent. In comparison to edge case
tweets that do not contain suicidal intent, emotions are less
variable (i.e., historical posts of clear displays of suicidal
intent do not switch between joy and sadness, but instead
consistently increase usage of emotional language indicative
of sadness). In offline settings, amplification of emotional
factors such as emotional reactivity (Tarrier et al. 2007), in-
tensity (Links et al. 2008), and instability (Palmier-Claus
et al. 2012) are known predecessors before suicidal behav-
ior. Moreover, consideration of how temporally close social
media posts are can lead to a model learning the relative
importance of timing, which is important given that social
media users often have irregular posting behaviors ranging
from seconds to years (Wojcik and Hughes 2019).

Implications for Human Moderation
Moderators are subjected to repetitive, quota-driven queues
of content in difficult working conditions, but little is known
about the strategies or tools they use to employ decision-
making, in part because this information is proprietary
and many sign a non-disclosure agreement (Roberts 2019).
Much of the research to date regarding human moderation
has focused on the emotional labor and working condi-
tions of moderators (Gray and Suri 2019), how moderators
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strategize moderation rules and engage with their communi-
ties (more relevant for volunteer governance) (Seering et al.
2019), and how users perceive moderated content (Jhaver
et al. 2019). In light of this, we draw parallels from a high
stress workplace with many notifications and high risk deci-
sion making that has been well studied - the intensive care
unit (ICU). We acknowledge the great differences in these
workplaces, but see many parallels to moderation.

“Alarm fatigue” or when alarms are so excessive, many of
which are false positives, that healthcare providers become
desensitized from alarms has been well documented and
studied in the ICU (Drew et al. 2014). A number of predic-
tion algorithms and visualization tools have been developed
to help with alarm fatigue (Joshi et al. 2016). We also point
to another issue with alarm fatigue. That is, there is a trade-
off between precision-recall in these environments to avoid
alarm fatigue (Drew et al. 2014). Similar trade-offs should
be explored when developing algorithms that identify mental
health-related problems in social media (Eskisabel-Azpiazu,
Cerezo-Menéndez, and Gayo-Avello 2017). For example,
one moderator reported saving nine lives out of 800 videos
flagged for suicidal intent (Roberts 2019). If a moderator is
constantly faced with false positives, similar to providers in
the ICU, moderators may also become fatigued and wary of
the accuracy of new notifications. A data-driven algorithm
that balances false alarms and points to specific evidence of
the user’s temporal language and behavior may help filter
the sheer volume of content one must review to come to a
decision as well as reduce the emotional labor involved with
reviewing content. However, we acknowledge that health-
related inferences based on social media versus healthcare
system data are different and less is currently known about
the ethical and liability considerations for precision and re-
call trade-offs in this domain.

Ethical, Privacy, and Transparency Considerations
With growing concerns about privacy and data ownership,
we would be remiss to not mention the potential implications
of just-in-time interventions outside of the clinical context.

First, in the clinical context, data protections exist like
those under the US Health Insurance Portability and Ac-
countability Act of 1996 (HIPAA) exist. Social media com-
panies have not been transparent in the inferences made
about a user’s mental health, how the data used to support
those inferences or the inferences themselves are stored, or
the third-party companies they may work with for mod-
eration (Goggin 2019). This is a serious concern given
the growing number of security breaches, unethical data
management (Cadwalladr and Graham-Harrison 2018), and
stigmatization of mental health. As a matter of fact, the
European Union has halted Facebook’s algorithms because
they collect sensitive health information (Goggin 2019).

Second, many social media users intend for their posts to
only be read by their targeted audience and are largely un-
aware that their data may be used for other purposes (Fiesler
and Proferes 2018). Additionally, many think sensitive data
about their mental health should be similarly protected much
like clinical data under HIPPA (Andalibi and Buss 2020). In
turn, social media platforms leave it to the individual users to

navigate the jargon-filled terms of service to figure out what
data is being collected and how to manage their privacy set-
tings (Roberts 2019). Third, users may belong to vulnerable
groups (e.g., over-policed or individuals without documenta-
tion) and prefer to toggle their settings to avoid unnecessary
contact with law enforcement (i.e., wellness checks). Simi-
larly, false positives increase unnecessary contact with law
enforcement. For example, false positives have led to police
requiring a person who was not suicidal to go to the hospital
for a mental health evaluation and police leaking personal
information to news media (Goggin 2019).

Finally, as (Eskisabel-Azpiazu, Cerezo-Menéndez, and
Gayo-Avello 2017) and (Nobles et al. 2018) mention, there
is an open ethical question about who should have ac-
cess to the outcomes of this moderation (e.g., the individ-
ual, their friends, their family, mental health professionals).
Some researchers have circumvented this by allowing their
participants to opt-in and ensuring secure data storage in
accordance with HIPPA requirements (Eskisabel-Azpiazu,
Cerezo-Menéndez, and Gayo-Avello 2017). This is in con-
trast to the current, non-transparent data collection and infer-
ence that social media platforms are performing. Moreover,
in other contexts, social media users have expressed con-
fusion and frustration at the lack of transparency in modera-
tion (Jhaver et al. 2019). Similarly, users may have interest in
why their tweet was deemed to be at risk and an interpretable
algorithm may be a step towards providing explanations.

Limitations and Future Work
First, we acknowledge that interpretation of expressions of
suicidal intent is subjective, variable across social media
users, and we do not know the true outcomes of the user
behind the post. Future work, such as (Nobles et al. 2018)
does with text messages, could explore the integration of
social media posts with known outcomes. Second, we ac-
knowledge that even the best model is not perfect with 20%
of posts still misidentified; in practice a false alarm rate this
high is still debilitating to a human moderator and, impor-
tantly, could result in the loss of human life. Future work
should focus on examining features that can further improve
performance and lead to interpretable models. We acknowl-
edge that models and humans are often a source of bias; in-
terpretable models can help identify these biases. Finally,
our work has hypothesized that interpretable models can aid
human moderators in identifying true expressions of suicidal
intent in social media posts. Future work should confirm if
interpretable models do indeed reduce burden and help hu-
man moderators. Utilizing words obtained from the SAGE
analysis as features for logistic regression can highlight the
significant difference in the words of the two sets, SI Present
and SI Absent, and forms our future work.
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