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Abstract

Since influencer marketing has become an essential market-
ing method, influencer fraud behavior such as buying fake
followers and engagements to manipulate the popularity is
under the spotlight. To address this issue, we propose a multi-
task audience evaluation model that can assess both the loy-
alty and authenticity of influencers’ audiences. More specif-
ically, the proposed model takes engagement information of
an influencer’s audience, including likes and comments on
social media posts, and predicts (i) the retention rate of the
audience of the influencer and (ii) how the influencer is as-
sociated with fake audiences (or engagement bots). To learn
the social interaction between influencers and their audiences,
we build multi-relational networks based on the diverse en-
gagement behavior such as commenting. Our model further
utilizes the contextualized information captured in user com-
ments to learn distinct engagement behavior of genuine and
fake users. Based on the predicted loyalty and authenticity
scores, we rank influencers to find those who are followed
by loyal and authentic audiences. By using a large-scale In-
stagram influencer-audience dataset which contains 14,221
influencers, 9,290,895 audiences, and 65,848,717 engage-
ments, we evaluate ranking performance, and show that the
proposed framework outperforms other baseline methods.

Introduction
Influencer marketing, one of the popular social media mar-
keting strategies, utilizes influential social media users as
marketing channels to reach a large number of target audi-
ences (De Veirman, Cauberghe, and Hudders 2017). Many
brands have been increasingly sponsoring influencers in re-
cent years to advertise their products or services (Yang, Kim,
and Sun 2019; Kim, Jiang, and Wang 2021) since audiences
tend to have more interactions and trust in influencers than
brands (Cheong and Morrison 2008; Lou and Yuan 2019).
The cost of influencer marketing paid by brands is usu-
ally determined by quantitative metrics such as the follower
count of the influencers or the average number of likes they
receive (Childers, Lemon, and Hoy 2019; Confessore et al.
2018; Hoffman and Fodor 2010). However, the number of
followers or likes can be easily manipulated by influencers
through buying fake followers and engagements (Anand,
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Figure 1: Illustration of engagement relationships for two
influencers and their audiences. Influencer A has many loyal
audiences who consistently make engagements, whereas In-
fluencer B is connected to inauthentic audiences (engage-
ment bots) who generate fake engagements.

Dutta, and Mukherjee 2019; Kim and Han 2020). Brands
can be suffered from such influencer fraud behavior, e.g.,
wasting of marketing costs and losing trust from their au-
diences, which adversely affect the influencer marketing in-
dustry. To tackle this problem, the quality of the audience of
influencers should be evaluated instead of just using simple
metrics like the number of followers or the average number
of likes, which can be easily manipulated.

To understand and evaluate the audience of social me-
dia users, researchers have studied different metrics to as-
sess the quality of the audience, especially in the marketing
domain (Reinikainen et al. 2020; Xiao, Wang, and Chan-
Olmsted 2018; Martı́nez-López et al. 2020). The quality of
the audience can be evaluated from two main perspectives,
loyalty and authenticity, which represent the level of inter-
est toward brands and the genuineness of the audience’s
engagements, respectively (Lewis and Bridger 2011). Fig-
ure 1 compares two influencers with different quality of au-
diences. Influencer A can be considered as an influencer with
high-loyalty audiences since audiences show consistent en-
gagement behavior. On the other hand, although influencer B
receives consistent engagements, a large portion of B’s au-
diences are fake ones. This demonstrates that simply con-
sidering either one of loyalty or authenticity limits accurate
audience quality evaluation. Therefore, both of them should
be considered to evaluate the quality of audiences for given
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influencers.
Brand loyalty has been widely studied since the degree

of loyalty is closely related to the success of marketing
campaigns. Loyal customers tend to show positive engage-
ments and solid trust in certain brands while other relatively
disloyal customers are likely to make short-term engage-
ments (Bergel and Brock 2019). Some previous studies fo-
cus on correlations between brand loyalty and other factors
such as online advertisements (Balakrishnan, Dahnil, and Yi
2014), frequency of interactions (Neti 2011), and charac-
teristics of published contents (Erdoğmuş and Cicek 2012).
These previous studies mostly focus on understanding brand
loyalty in social media marketing. However, little attention
has been paid to use brand loyalty for evaluating audience
quality, especially in influencer marketing. Also, most previ-
ous works rely on surveys for evaluation, thus fail to propose
learning-based models to automatically predict the loyalty of
the audience in social media.

The authenticity, another audience evaluation metric, has
been widely investigated for detecting bots in social media.
Bots in social media have been causing various problems in-
cluding popularity manipulation via fake followers and en-
gagements (Ferrara et al. 2016; Cresci et al. 2015; Kim and
Han 2020; Anand, Dutta, and Mukherjee 2019; Sen et al.
2018; Benigni, Joseph, and Carley 2019). Many previous
studies analyze distinct behaviors of bots such as link farm-
ing (Sen et al. 2018; Chavoshi, Hamooni, and Mueen 2016;
Benigni, Joseph, and Carley 2019) and propose methods to
detect fake engagements or fake followers (Yang et al. 2020;
Kudugunta and Ferrara 2018). However, to our knowledge,
no work has yet suggested evaluating influencers based on
their audience authenticity.

To address the above limitations towards evaluating the
quality of audiences of influencers, we propose a compu-
tational audience evaluation framework based on Audience
Loyalty and Authenticity in Influencer Marketing (ALAIM),
which can predict multiple audience quality scores together.
To integrate both loyalty and authenticity into our model, we
formulate our audience evaluation problem as a multi-task
ranking problem. Note that the proposed framework is nat-
urally optimized in an end-to-end manner, eliminating the
need for conducting human evaluation such as surveys. The
proposed framework first takes audience engagements (e.g.,
likes and comments) as input, and then learns the engage-
ment behavior of audiences and their social relationships
with other users to predict the loyalty and authenticity of
audiences.

More specifically, our model consists of the following
three components: (i) the contextualized engagement en-
coder, (ii) multi-relational GCNs (Graph Convolutional Net-
works), and (iii) multi-task decoder. In the contextual-
ized engagement encoder, we use contextualized knowledge
from user comments to generate user embeddings that rep-
resent distinct user commenting behavior. We next construct
multi-relational engagement networks based on the differ-
ent types of engagements and take the contextualized user
embeddings as node features to learn different engaging re-
lationships among users. Lastly, the multi-task decoder es-
timates the loyalty and authenticity scores of users with the

outputs from the multi-relational GCNs.
We summarize our contributions as follows:

• To the best of our knowledge, this is the first learning-
based framework for evaluating audiences in influencer
marketing. We believe the proposed framework, ALAIM,
is useful for brands and marketers who want to find influ-
encers who are followed by loyal and authentic audiences.

• We propose a novel multi-relational framework that uti-
lizes contextualized information. ALAIM uses user com-
ments to form a long document thus captures contextual-
ized knowledge that cannot be easily learned from each
comment due to insufficient information. Additionally,
the attention-based multi-relational GCNs can estimate
the importance of each relation to model the engagement
relationships between an influencer and their audiences.

• Since ALAIM uses multi-task learning, the output user
representations can be generalized and extensible. That is,
any potential audience evaluation metrics, e.g., activeness
of audience, can be easily added in ALAIM as auxiliary
tasks. In this way, ALAIM can be indisputably adopted to
the applications that seek to use or evaluate the audience
quality of social media users.

Related Work
Brand Loyalty in Social Media Marketing
Audience loyalty is an indicator that shows how consistently
a social media user makes engagements to a particular brand
or influential celebrity (i.e., influencer) to express their inter-
ests or make interactions (Erdoğmuş and Cicek 2012). Mar-
keters seek loyal audiences for their marketing campaigns
since loyal audiences have more trust, positive engagement,
and repurchase than other users (Bergel and Brock 2019).
Audience loyalty can be established, enhanced, and main-
tained by having persistent interactions and offering enjoy-
able social media contents (Jun and Yi 2020; Nisar and
Whitehead 2016). In social media, audience loyalty is often
measured based on the engagements suggested from many
previous studies which showed a positive relationship be-
tween audience loyalty and engagements (Hawkins and Vel
2013; van Asperen, de Rooij, and Dijkmans 2018; Dho-
lakia and Durham 2010; Brodie et al. 2013). The loyalty of
each audience can be measured based on their engagements,
hence the audience loyalty of a brand or influencer can be
expressed as a retention rate, which indicates how many au-
diences make returning engagement over time (Reichheld
1994; Ahmad and Buttle 2001). Therefore, in this work, we
use the audience retention rate to measure the level of audi-
ence loyalty of a given social media user.

Fake Followers and Fake Engagements
The authenticity of social media users is a measure of
whether the social media account is real or fake. Since
the numbers of followers or engagements are often con-
sidered as popularity (De Veirman, Cauberghe, and Hud-
ders 2017), social media users can manipulate their pop-
ularity by purchasing fake followers or fake engagements
(a.k.a. link farming) (Confessore et al. 2018; Sen et al. 2018;
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Benigni, Joseph, and Carley 2019). To understand and ad-
dress this problem, inauthentic user (i.e., bot) detection has
been broadly studied (Ferrara et al. 2016; Orabi et al. 2020).
Many studies found distinct engaging or following behav-
iors of bots that are different from authentic users. Sen et al.
(2018) exploit engaging frequency and topical information,
Kudugunta and Ferrara (2018) suggest encoding contextual
information from user profiles with RNN, and Chavoshi,
Hamooni, and Mueen (2016) focus on synchronized behav-
ior of inauthentic accounts to detect bots on social media.
Recently, Yang et al. (2020) propose a generalized and scal-
able bot detection framework optimized with various valida-
tion sets. Although the previous studies propose decent bot
detection methods, most of them focus on the single task, bot
detection, and fail to incorporate other evaluation metrics.

Graph Neural Networks (GNN)
In recent years, Graph Neural Networks (GNN) (Scarselli
et al. 2008) have been studied to apply the concept of neu-
ral networks to the data with underlying graph structures.
Among the various versions of GNNs, Graph Convolutional
Networks (GCN) (Kipf and Welling 2016) have gained mas-
sive attention due to its effective convolutional filters that
are able to capture both graph structures and neighboring
node features. However, it omitted the edge type and node
type contained in typical heterogeneous graphs which could
be also very informative for producing the node/edge rep-
resentations. To incorporate multiple relational information
on top of GCNs, Wang et al. (2018) propose the signed het-
erogeneous information network embedding (SHINE) that
separates networks by link types to generate embeddings for
each relation and then combines all embeddings at the end.
Since SHINE treats multi-relational information as multi-
ple homogeneous networks, it fails to learn interactions be-
tween different types of relations. Graph Transformer Net-
works (GTNs) (Yun et al. 2019) introduces meta-path to
learn interactions among multiple relations but the perfor-
mance of the framework might be depending on the quality
of the generated meta-paths, which means bad meta-paths
can easily propagate errors, harnessing the overall perfor-
mance. Schlichtkrull et al. (2018), on the other hand, pro-
pose Relational GCNs (R-GCNs) which utilizes weight pa-
rameter sharing between different relation types instead of
considering multiple homogeneous networks. They apply
weight matrix decomposition to optimize a large number of
parameters. In this way, they force interactions between dif-
ferent relations, tackling the drawbacks of SHINE to some
extent. Wang et al. (2019) propose Heterogeneous graph At-
tention Network (HAN) which applies the attention mecha-
nism at the node-level and semantic-level to learn the impor-
tance of nodes and meta-paths, respectively. While HAN is
able to capture the knowledge from heterogeneous informa-
tion networks, it can also be dependent on the meta-paths,
which suffer from the same shortcoming of GTNs.

Multi-Task Learning
Multi-Task Learning (MTL) enables us to model multiple
related tasks by sharing representations (Ruder 2017). By

jointly learning multiple related tasks, the knowledge ac-
quired from one task can be applied to other tasks hence im-
proving the performance of all tasks. Moreover, MTL also
helps generalize the model by leveraging information from
related tasks as an inductive bias (Caruana 1997). Thanks to
such advantages, MTL has been used in many kinds of appli-
cations of machine learning such as computer vision (Zhang
et al. 2014), natural language processing (Collobert and We-
ston 2008), speech recognition (Kim, Hori, and Watanabe
2017), and user profiling (Kim et al. 2020). Our proposed
framework has multiple tasks that jointly learn representa-
tions from the multi-relational GCNs.

Problem Statement
Our goal is to rank influencers based on their audiences’
loyalty and authenticity by learning the engagement repre-
sentations in the influencer-audience social network. In this
section, we formally define the influencer-audience hetero-
geneous information network, and two evaluation metrics,
audience loyalty, and authenticity.

Definition 1. Influencer-Audience Heterogeneous Infor-
mation Network is a social network of social media in-
fluencers and their audiences, who are connected based
on engagement behaviors, including likes and comments.
Given the two types of vertices corresponding to influencers
(VI ) and audiences (VA), the influencer-audience network
G = {{VI ,VA}, {EL, EC}} can be defined where EL and
EC represent liking and commenting as engagement behav-
iors, respectively.

To evaluate the quality of audiences, we define two met-
rics: Audience Retention Rate and Influencer Fraud Score,
which measure the loyalty and authenticity of audiences, re-
spectively.

Definition 2. Audience Retention Rate (ARR) is the ratio
of the number of audiences who consistently make engage-
ments to the total number of audiences who have at least one
engagement. Since the level of audience engagement may
vary depending on the influencer’s activity, we take into ac-
count the temporal variation of audience engagement by us-
ing multiple time frames. Given an influencer i ∈ I and a
set of audience users j, ∀j ∈ A, the audience retention rate
can be calculated as:

ARRi =
1

|t| ×
∑
t

|et+1
ij ∩ etij |
|etij |

,

where t is a time period and eij ∈ {EL ∪ EC}.
An influencer has a high audience retention rate when

his/her audience users consistently make engagements.

Definition 3. Influencer Fraud Score (IFS) measures the
intimacy between the influencers and engagement bots. For
example, an influencer with a high IFS is more likely to be
a fraudulent influencer who may have purchased fake en-
gagements generated by social bots. Denote the sets of in-
fluencers, audiences, and bots are I, A, and B, respectively.
Given an influencer i ∈ I, audiences j(∀j ∈ A) and pre-
defined social bots b(∀b ∈ B), the IFS can be calculated as
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follows:

IFSi =
f(vi, vb)

f(vi, vj)
× |eib|

where f(v1, v2) is the total number of engagements from v2
to v1.

Based on the above two metrics, a set of influencers can
be ranked in two different ways that essentially show the
loyalty of audiences and their authenticity, by learning em-
beddings from the given influencer-audience heterogeneous
information network.

Dataset
In this section, we describe the influencer-audience dataset
and analyze audience engagement behaviors based on our
proposed metrics.

Audience Data Collection
To evaluate influencer’s audiences, we use the Instagram in-
fluencer dataset (Kim et al. 2020) which contains 33,935
influencers and their 10,180,500 Instagram posts. On aver-
age, we have 300 posts per influencer. The influencers in the
dataset are classified into eight different categories includ-
ing beauty, family, fashion, fitness, food, interior, pet, and
travel. Each post in the dataset has a list of audiences who
have engaged by liking or writing comments, thus we can
collect influencer audience information. We notice that the
posts in the dataset have been published between November
2010 and January 2018, but 87% of the posts were published
after January 2017. That is, the number of posts exhibits a
power-law distribution over influencers, which is likely to be
attributed to the different posting habits between influencers.
For accurate audience analysis, we only include posts pub-
lished after January 2017, excluding 13% of the posts that
were too outdated. We also exclude influencers with less
than 10,000 followers and less than 100 posts since these
influencers are considered as inactive influencers. Finally,
we collect 9,290,895 unique audiences who had generated
21,374,920 likes and 44,473,797 comments to 6,244,555 In-
stagram posts published by 14,221 influencers.

Analysis on Audience Evaluation
ARR Distribution To calculate the ARR of every influ-
encer, we first split the dataset into thirteen timeframes, each
of which represents each month starting from January 2017
to January 2018. Based on the ARR definition, we first cal-
culate the ratios of loyal audiences between two months
(e.g., Jan.-Feb., Feb.-Mar.), and then compute the average
of 12 ratio values to obtain the ARR for each influencer.
Figure 2(a) shows the ARR distribution of the influencers
that has a normal distribution. The standard deviation, av-
erage, and median ARR values of the influencers are 0.067,
0.187, and 0.182, respectively. This suggests that most influ-
encers have similar ARR values, but some influencers have
ARR values that are significantly higher or lower than the
average value; the maximum and minimum ARR values are
0.545 and 0.007, respectively. Note that the average stan-
dard deviation of ARR over the timeframes is 0.036. This
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Figure 2: Distributions of ARR and IFS of the influencers.
ARR has a normal distribution, but IFS has an exponential
distribution. The IFS distribution suggests that a small por-
tion of influencers is related to engagement bots while most
influencers do not purchase fake engagements.

demonstrates that our proposed ARR well reflects the tem-
poral variation of audience engagement.

IFS Distribution To compute the IFS of the influ-
encers, we find potential engagement bot accounts from the
influencer-audience dataset based on the definition of en-
gagement bots used in the previous studies (Sen et al. 2018;
Akyon and Kalfaoglu 2019; Kim and Han 2020). According
to these studies, inauthentic users, who are considered as po-
tential bots, show different behaviors from authentic users;
inauthentic users tend to have zero or a few numbers of fol-
lowers and posts, generate lots of engagements, and have
high similarity in their written comments. Based on these
characteristics, we identify 1,822 bots that have zero follow-
ers and posts but have generated more than 1,000 engage-
ments in our dataset. To verify whether the bots we found in
our dataset are inauthentic users, we fetch Instagram pages
of the 1,822 bot accounts and 5,000 randomly selected au-
thentic user accounts as of January 2021. We find that 96.8%
of the bot accounts have been deleted from Instagram while
only 7.5% of the authentic user accounts are removed. This
suggests that the identified bot accounts are highly likely to
be inauthentic users since Instagram removes inauthentic ac-
tivities and accounts (Rodriguez 2014; Instagram 2018). The
IFS distribution of the influencers is shown in Figure 2(b).
Unlike the ARR distribution, the scores show exponential
distribution. This represents that most influencers have very
low IFS while a few influencers are heavily connected to in-
authentic audiences. Note that the median value is 0.077, and
81% of the total influencers have IFS less than 1.0 whereas
only 2.7% of influencers have IFS greater than 5.0.

Audience Analysis on Influencer Categories We further
investigate the loyalty and authenticity of audiences across
different influencer categories. Figure 3 shows the ARR and
IFS distributions over the eight categories. We find that the
family and interior influencers tend to have more loyal au-
diences than the beauty and travel influencers as shown in
Figure 5(a). Note that median ARR values for family, inte-
rior, beauty, and travel are 0.202, 0.202, 0.158, and 0.161,
respectively. We also observe that IFS values have a larger
variance by category than ARR. In the dataset, fashion influ-
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Figure 3: Distributions of ARR and IFS of the influencers
across their categories. Audience loyalty and authenticity
values are varied over different types of influencers. Beauty
and travel influencers tend to have lower audience loyalty
than influencers in other categories, and many fashion influ-
encers are connected to a large set of inauthentic audiences.

encers tend to have more connections with inauthentic audi-
ences than influencers in other categories. On the other hand,
pet influencers are not likely to be related to the engagement
bots in our dataset. Since the characteristics of audiences
are different across the influencer categories, we comprehen-
sively evaluate the proposed framework with different types
of influencers in the experiment section.

Correlations with Audience Evaluation Metrics We
next examine the Pearson correlation between two evalua-
tion metrics, ARR and IFS, to find mutuality in the two rank-
ing lists. The correlation coefficient between ARR and IFS is
0.177 as shown in Table 1 which indicates a slightly positive
correlation. Since bots consistently generate engagements,
the influencers who have high IFS values might have high
ARR values. However, high ARR values do not necessar-
ily mean the influencers are connected to engagement bots,
thereby having a weak correlation. In addition to the corre-
lation between the two evaluation metrics, we also perform
correlation studies between the evaluation metrics and the
degree of influencer nodes in the influencer-audience net-
work to check potential information leakage during training

coefficient p-value
ARR & IFS 0.177 < 0.001

ARR & Degree -0.071 < 0.001
IFS & Degree -0.027 < 0.005

Table 1: Pearson correlation between evaluation met-
rics (ARR, IFS) and the degrees of the influencer nodes (De-
gree)

the proposed model. As shown in Table 1, there are no corre-
lations between the influencer node degree and the audience
evaluation metrics. This confirms that the popularity of in-
fluencers, which can be represented by the node degree in
the network, is not related to the loyalty or authenticity of
audiences.

Methodology
In this section, we present our proposed model. The
overview of the proposed framework is illustrated in Fig-
ure 4. The framework consists of three components, en-
gagement encoder, multi-relational GCNs, and multi-task
decoder.

Contextualized Engagement Encoder
To learn distinct engagement behaviors of users, we exploit
user comments that may contain unique contextual charac-
teristics of the users. The contextualized engagement en-
coder first merges all comments written by each user to make
a sequence of concatenated comments as follows:

Cu = ‖c0, c1, · · · , c|Cu|‖ (∀user u ∈ {I ∪ A}).
We utilize the concatenated user comments instead of learn-
ing contextualized knowledge from each comment sepa-
rately since most user comments in social media are very
short thus not having sufficient textual information. Note
that we conduct an experiment to compare the performance
between the contextualized information from concatenated
comments and that from separated comments in Section Ex-
periments.

To capture unique contextualized engagement features
from a long sequence of user comments, we adopt the
pre-trained Longformer (Beltagy, Peters, and Cohan 2020),
which is capable of processing long documents. As the con-
catenated comments generally have long sequences, it is dif-
ficult to apply the transformer-based models that utilize full
self-attention due to its quadratic scaling. Longformer, how-
ever, addresses this issue by introducing global attention on
special tokens thereby reducing the number of attention pro-
cedures and saving memory usage. In our framework, global
attention is applied over user comments thus the relations
across the comments can be induced. We generate contextu-
alized embeddings as follows:

X = Longformer(C) ∈ Rn×d,

where n is the number of users and d is the dimension size
of a contextualized embedding.
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Figure 4: The overall framework of the proposed ALAIM.
The framework consists of three components including
the contextualized engagement encoder, the multi-relational
GCNs, and the multi-task decoder.

Multi-Relational GCNs
To model social relations between influencers and their audi-
ences based on engagements, we apply graph convolutional
networks (GCNs) (Kipf and Welling 2016) to the influencer-
audience heterogeneous information networks. Since the
network has two relations, R = {rl, rc}, where rl and rc
represent like and comment relations, respectively, we use
the multi-relational GCNs to learn interactions between the
two types of engagements. For each relation r ∈ R, we ob-
tain a normalized adjacency matrix Âr = D

− 1
2

r ArD
− 1

2
r ,

where Ar is the adjacency matrix and Dr is the diagonal
node degree matrix of a relation r. The output of the i+1-th
layer in GCNs of relation r is then calculated as follows:

H(i+1)
r = σ

(
ÂrQ

(i)W (i)
r

)
,

where σ is ReLU activation function; W (i)
r is the weight

parameters of relation r at the previous layer; Q(i) is the
outputs of the i-th layer. Note that the initial node features

Q(0) = X for the both like and comment GCNs. We then
apply attention over the outputs of the GCNs with different
relations to acquire the output of the multi-relational layer
as follows:

Q(i) =
∑
r

αr ·H(i)
r ,

where αr is the estimated importance weight of relation r.
This can be computed by using a softmax function as fol-
lows:

αr =
exp(tanh (F (Hr)))∑|R|
i exp(tanh (F (Hi)))

,

where F() is a fully-connected layer and tanh() is the acti-
vation function.

Finally, the output of Multi-relational GCNs can be ob-
tained as follows:

Q = [Q(1),Q(2), · · · ,Q(m)],

where m is the number of layers in the multi-relational
GCNs.

Multi-task Decoder
To conduct multiple tasks by learning the influencer-
audience embeddings, the proposed multi-task decoder pre-
dicts corresponding scores for each task. In the frame-
work, we have two ranking tasks to evaluate the influencers
based on the audience retention rate (ARR) and the influ-
encer fraud score (IFS). Note that another advantage of our
framework is that it is easily extendable for any potential
task, which utilizes influencer-audience embeddings, can be
added as an additional task in the decoder.

We first estimates audience retention rates ŷarr and influ-
encer fraud scores ŷifs as follows:

ŷarr = Fa (σ (Fb (Q))) ,

ŷifs = Fc (σ (Fd (Q))) ,

where σ is the ReLU activation function; Fa, Fb and Fc, Fd

are fully-connected layers to predict ARR and IFS, respec-
tively.

To properly rank the influencers based on the predicted
values, we propose to use a list-wise learning-to-rank ap-
proach (Xia et al. 2008). Denote that yarr and yifs are
ground truth for ARR and IFS, respectively; m is the list
size. The losses for ARR and IFS then can be computed as:

Larr(ŷarr) =
1

m

m∑
i=1

l(ŷarr i(Qi),yarr i),

Lifs(ŷifs) =
1

m

m∑
i=1

l(ŷifs i(Qi),yifs i),

where l(ŷi(Qi),yi) 0-1 loss that returns 0 when the ranked
result equals to the ground truth and 1 otherwise.

Finally, the ultimate objective for the multi-task learning
by summing up the losses as follows:

L = Larr + Lifs.

Note that we use a combination of two loss functions since
the amount of sampled data points for both tasks is the same
thereby having equal proportions.
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Experiments
Experimental Setting
Implementation Details We split the dataset into train,
validation, and test sets with a 7:1:2 ratio and use the same
sets for all models. To prevent potential information leakage
from learning the relationship among influencers and audi-
ences, we ensure that the same influencers are not included
across the three sets. We train the model by using posts from
January to October in 2017, fine-tune the model using posts
published in November 2017, and test with posts published
in December 2017 and January 2018 to prevent temporal
leakage. After fine-tuning the model with the validation set,
we set the parameters as follows: the number of layers in the
multi-relational GCNs as 2, the number of GCN features as
128, the batch size as 256, the list size for list-wise learning
as 5, and the learning rate as 10−3.

Baseline Methods To compare the performance of the
proposed ALAIM with other models, we consider the fol-
lowing three baseline methods. Convolutional neural net-
works (CNN) are considered as the first baseline method to
understand the benefits of using the GCN-based approach.
We also evaluate two open-sourced GCN-based methods,
GCN (Kipf and Welling 2016) and R-GCN (Schlichtkrull
et al. 2018), to demonstrate the novelty of the proposed
model. Note that we generate contextualized features per
influencer by merging all comments on posts published by
the corresponding influencer for the CNN baseline. For the
GCN model, we combine the like and the comment networks
into a single engagement network to make one adjacency
matrix since the model only considers a single relational
network. As we discuss in Section Related Work, R-GCN
learns interactions between different relation types by shar-
ing the weight parameter. We consider all of the baseline
methods as a single-task learning framework therefore we
train the models separately for each task. For node features
in the GCN-based baseline methods, we use one-hot en-
coded node type information that indicates whether a node is
an influencer or an audience. Moreover, we extend the GCN-
based baseline methods by adding our proposed contextu-
alized engagement encoder, named GCN+ and R-GCN+,
thereby having the same node features as ALAIM. In addi-
tion to the three baseline methods, we have ALAIM-single
which is a single-task learning model of the proposed frame-
work to study the performance gain from the joint learning
of multiple tasks.

Relevance Assignments We use the normalized dis-
counted cumulative gain (NDCG) (Järvelin and Kekäläinen
2000) to measure the ranking performances of the models.
To assign graded relevance values to the influencers, we di-
vide the influencers into five and three different levels based
on their ARR and IFS, respectively. Table 2 shows the num-
ber of influencers in different relevance levels and their cri-
teria. Note that the three relevance levels for IFS can be de-
noted as groups of influencers who have high, moderate, and
low risks to be connected to bots. Based on the relevance val-
ues, we aim to rank influencers with high relevance scores
in the first position.

Relevance Criteria Number of Influencers

Audience Retention Rate (ARR)
4 ARR ≥ 0.25 2,744 (19.30%)
3 0.25 > ARR ≥ 0.20 3,000 (21.10%)
2 0.20 > ARR ≥ 0.15 3,790 (26.65%)
1 0.15 > ARR ≥ 0.10 2,994 (21.05%)
0 0.10 > ARR 1,693 (11.90%)

Influencer Fraud Score (IFS)
2 IFS ≥ 1.0 2,671 (18.78%)
1 1.0 > IFS ≥ 0.1 3,982 (28.00%)
0 0.1 > IFS 7,568 (53.22%)

Table 2: The number of influencers in different relevance
levels over the two audience evaluation metrics, ARR, and
IFS.

NDCG@K
10 100 200 300 500 1000

Audience Retention Rate (ARR)
CNN 0.372 0.428 0.411 0.437 0.403 0.479
GCN 0.627 0.622 0.613 0.601 0.592 0.616
GCN+ 0.647 0.640 0.656 0.631 0.637 0.719
R-GCN 0.660 0.674 0.648 0.635 0.621 0.644
R-GCN+ 0.682 0.726 0.702 0.687 0.657 0.727
ALAIM-single 0.841 0.784 0.759 0.738 0.740 0.766
ALAIM 0.895 0.811 0.767 0.750 0.766 0.773

Influencer Fraud Score (IFS)
CNN 0.337 0.351 0.38 0.396 0.411 0.413
GCN 0.554 0.597 0.575 0.584 0.591 0.592
GCN+ 0.650 0.648 0.653 0.639 0.666 0.704
R-GCN 0.673 0.622 0.612 0.640 0.638 0.620
R-GCN+ 0.681 0.654 0.658 0.651 0.669 0.705
ALAIM-single 0.803 0.719 0.690 0.701 0.741 0.760
ALAIM 0.820 0.735 0.705 0.711 0.744 0.764

Table 3: Ranking performance measured by NDCG score.
The proposed ALAIM outperforms other baseline methods
in both audience evaluation tasks.

Experimental Results
Ranking Performance Evaluation We first compare the
ranking performance of ALAIM with other baseline meth-
ods. Table 3 shows NDCG scores of the models in the two
audience evaluation tasks. As shown in Table 3, CNN shows
poor ranking performance compared to the other GCN-
based methods in both loyalty and authenticity evaluation
ranking tasks. That is because the social relationships with
audiences and their engaging behaviors are ignored in the
CNN baseline method. This highlights the benefits of apply-
ing the GCN-based approach that enables the model to learn
the features of neighbor nodes. Among the GCN-based mod-
els, GCN has relatively lower ranking performances than
others. Since GCN does not adopt multi-relational types, po-
tential knowledge from interactions between different types
of relations can not be learned. R-GCN, on the other hand,
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Figure 5: Ranking performance across the influencer cate-
gories. ALAIM shows robust ranking results for loyalty and
authenticity evaluations.

shows better rank quality than GCN by exploiting the multi-
relational networks to capture interactions between the like
and comment networks. Note that R-GCN has 0.660 and
0.673 at NDCG@10 for ARR and IFS tasks, respectively,
compared to that of GCN are 0.627 and 0.554. We also
find that GCN+ and R-GCN+ which use the proposed con-
textualized node features have higher NDCG scores than
GCN and R-GCN. This suggests that the contextualized fea-
tures over comments are beneficial for both audience evalua-
tion tasks. Our proposed model with a single task, ALAIM-
single, outperforms other baseline methods at any position
of the ranking. This demonstrates that node-level attention
in the proposed multi-relational GCNs helps estimate the
importance of nodes in different relations thereby inducing
decent audience embeddings. Finally, ALAIM, which incor-
porating multi-task learning, outperforms all baseline meth-
ods. Note that there are no significant differences between
ALAIM and ALAIM-single at NDCG@1000, but perfor-
mance improvement can be found in the higher-ranking po-
sition. This implies that knowledge is shared from the related
task benefits to evaluate audiences.

Ranking Performance across Influencer Categories We
next investigate the ranking performance over different in-
fluencer categories since the interests or engagement behav-

iors of audiences may be varied upon the types of influ-
encers’ expertise. We randomly select influencers in each
category from the test dataset to assure the influencers for
testing are not in the training set. Note that all the pet influ-
encers in the testing set are assigned to the relevance level
0 in IFS, thus IFS ranking results for the pet influencers are
always zero. Figure 5 shows the ranking results of ALAIM
and baseline methods measured by NDCG@100 for ARR
and IFS across the eight influencer categories. We find that
ranking performance varies over the categories but the pro-
posed ALAIM shows robust ranking results across all influ-
encer categories and outperforms other baselines. This sug-
gests that our proposed framework can be applied to evaluate
specific types of influencers.

Analysis and Discussions
In this section, we conduct analytical studies to discuss (i)
the audience evaluation metrics, (ii) the contextualized en-
gagement embedding, and (iii) node features.

Analysis on Evaluation Metrics
In influencer marketing, the number of followers and likes,
and the engagement rate, which is the ratio of the aver-
age number of likes to the number of followers, have been
widely used to find effective influencers (Campbell and Far-
rell 2020; Warren 2020). However, those metrics may fail to
measure the quality of influencers’ audiences who are po-
tential customers of marketing campaigns. Therefore, in this
study, we propose two metrics, ARR and IFS, to evaluate the
loyalty and authenticity of audiences, respectively. To under-
stand the utility of the proposed ALAIM and the importance
of ARR and IFS, we carry out a case study by investigating
highly ranked influencers.

Table 4 shows the fifteen example influencers, who are
ranked by the proposed metrics and engagement rate, with
their number of followers and the average number of likes.
We first find that influencers A to E, who are selected
based on engagement rate, have remarkably high engage-
ment rates; they have engagement rates higher than 7%.
Note that influencers with engagement rates of 2-3% and
4-6% can be considered as good and excellent, respec-
tively (Warren 2020). However, these influencers have av-
erage ARR values, and some of them (e.g., influencers D
& E) have very high IFS values. This suggests that if only
the engagement rate is considered, influencers using fake en-
gagements or influencers with less loyal audiences may be
included. In addition, the influencers obtained this way are
usually micro-influencers with relatively few followers com-
pared to other influencers; influencers from A to E have less
than 100,000 followers. That is because the engagement rate
is generally inversely proportional to the number of follow-
ers. On the other hand, the proposed ALAIM successfully
finds a set of influencers who have many loyal audiences.
For example, influencers from F to J not only have high ARR
values but also have good engagement rates and wide ranges
of the number of followers. We can also utilize ALAIM to
filter out influencers with fraudulent behavior. Influencers
from K to O have good engagement rates and ARR values,
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Influencer Followers Avg. likes EngRate ARR IFS

Engagement Rate (EngRate)
A 16,530 2,018 12.21% 0.171 0.006
B 12,507 1,186 9.48% 0.187 1.330
C 41,060 3,640 8.87% 0.101 0.000
D 16,320 1,273 7.80% 0.175 2.275
E 17,921 1,357 7.57% 0.175 7.398

Audience Retention Rate (ARR)
F 1,970,911 47,036 2.39% 0.420 0.000
G 784,270 27,563 3.51% 0.389 0.000
H 17,025 567 3.33% 0.369 0.004
I 555,461 29,798 5.36% 0.360 0.000
J 21,759 1,230 5.65% 0.340 0.082

Influencer Fraud Score (IFS)
K 13,131 1,363 10.38% 0.209 13.961
L 125,024 2,930 2.34% 0.330 9.316
M 35,146 1,976 5.62% 0.232 7.548
N 36,551 1,396 3.82% 0.274 6.647
O 494,239 8,441 1.71% 0.305 4.801

Table 4: The example influencers ranked by different au-
dience engagement metrics including the engagement rate
(EngRate), ARR, and IFS. Although the engagement rate is
a widely used indicator in influencer marketing, consider-
ing only the engagement rate may ignore loyal audiences or
include engagement bots.

but they should not be recommended to marketers due to
high IFS values.

In summary, the proposed ALAIM is useful in finding
influencers with good performance indicators. Unlike the
number of likes or the engagement rates, which are acces-
sible from most social media platforms, the ARR and IFS
cannot be simply inferred as they require audience engage-
ment information. Therefore, we believe that the proposed
framework shows great utility in general influencer market-
ing since it only takes the engagement network and the con-
textualized engagement embeddings as input but not utilizes
other information such as the degree of the engagements and
bot labels.

Analysis on Contextualized Engagement
Embedding
The proposed framework uses Longformer (Beltagy, Peters,
and Cohan 2020) to capture the contextualized informa-
tion from the audiences’ comments. To understand the im-
portance of the contextualized engagement embeddings, we
conduct experiments with (i) original ALAIM, (ii) ALAIM-
Bert, and (iii) ALAIM without contextualized embeddings.
We first employ BERT (Devlin et al. 2018) to generate the
engagement embeddings. Since the main drawback of BERT
is that the computational cost of the attention calculations
grows quadratically with the length of an input sequence,
we generate a BERT feature for each comment without con-
catenating all comments into one. We then combine the gen-
erated comment BERT features to make the BERT-based
engagement embedding. We also deploy ALAIM without

NDCG@K
10 100 200 300 500 1000

Audience Retention Rate (ARR)
ALAIM-NoContext 0.773 0.672 0.662 0.629 0.657 0.704
ALAIM-Bert 0.845 0.771 0.746 0.733 0.741 0.752
ALAIM 0.895 0.811 0.767 0.750 0.766 0.773

Influencer Fraud Score (IFS)
ALAIM-NoContext 0.720 0.652 0.619 0.629 0.668 0.681
ALAIM-Bert 0.767 0.719 0.680 0.688 0.735 0.759
ALAIM 0.820 0.735 0.705 0.711 0.744 0.764

Table 5: Ranking results of the proposed ALAIM with dif-
ferent contextualized features. The model with Longformer
outperforms the model with BERT since it efficiently learns
engagement behavior from the long sequence of very short
user comments.

the contextualized engagement encoder, named ALAIM-
NoContext, for comparison purposes. For this model, we use
one-hot encoded node type information as the node features.

Table 5 shows the ranking results of the proposed frame-
work with three different contextualized embeddings. We
find that ALAIM-NoContext has the lowest ranking perfor-
mance since it only relies on the knowledge learned from
multi-relational networks. This demonstrates that contextual
information over comments is very useful to capture distinct
characteristics of each audience. For example, an embedding
of a loyal audience who tends to write comments with posi-
tive sentiments must be different from an embedding of an-
other user who usually uses simple words or emojis to write
comments. The results also present that ALAIM-Bert has
lower ranking performances than ALAIM with Longformer.
This implies that BERT sometimes fails to learn contextual-
ized information from very short comments which contain
only a couple of words thereby the combined BERT fea-
tures can not represent the engaging behavior of an audi-
ence well. Besides the ranking performance, we confirm that
Longformer significantly reduces the computational time
and memory consumption compared to BERT. In our ex-
perimental setting, Longformer is about 10 times faster and
saves about 10 times of memory than BERT.

Analysis on Node Features
We propose to use only the contextualized engagement em-
beddings as node features to make the framework general;
our framework requires minimal engagement information as
input. However, any potential information, given from social
media platforms, that represents the characteristics of a node
can be added as a node feature as our proposed framework
takes the GCN-based approach. In this analysis study, we
use the influencer category information as additional node
features since we found that both ARR and IFS are varied
across different influencer categories.

Table 6 shows NDCG@100 scores of the proposed frame-
work with and without the influencer category information
as node feature. Note that We use the one-hot coded cate-
gory node features for ALAIM-category. We find that the
extra node features improve the ranking performance on
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NDCG@100
Beauty Family Fashion Fitness Food Interior Pet Travel

Audience Retention Rate (ARR)
ALAIM 0.776 0.784 0.885 0.921 0.725 0.861 0.872 0.762

ALAIM-category 0.782 0.783 0.890 0.921 0.739 0.868 0.874 0.766
Influencer Fraud Score (IFS)

ALAIM 0.703 0.724 0.908 0.676 0.651 0.640 0.000 0.699
ALAIM-category 0.698 0.728 0.908 0.701 0.643 0.672 0.000 0.708

Table 6: NDCG@100 scores of the proposed framework with different node features across the influencer categories. The
proposed framework can have performance gain by adding node features on specific tasks.

some categories of influencers in certain tasks. For exam-
ple, ALAIM-category shows better ranking performances in
(i) beauty, fashion, and food categories on the ARR task,
and (ii) family, fitness, and travel categories on the IFS task,
than ALAIM with no category information as a node fea-
ture. On the other hand, the category node features do not
improve the performance in some other categories. This re-
veals that utilizing additional node features can be beneficial
for specific tasks. Therefore, marketers or social media plat-
forms may add unique features to the proposed framework
for their objectives.

Conclusions
In this paper, we propose a multi-task multi-relational
framework that can evaluate the audience quality of so-
cial media influencers. Our proposed framework, ALAIM,
applies the long document transformer (Longformer) to
the concatenated comments to generate contextualized em-
beddings that represent user commenting behaviors. The
framework embeds the contextualized features to the multi-
relational networks, which are constructed based on differ-
ent types of engagements, to learn engagement relationships
between influencers and audiences. The captured engaging
behaviors of audiences are then used to estimate loyalty and
authenticity scores of influencers. The experimental results
show that the proposed ALAIM outperforms other baseline
methods by acquiring knowledge from interactions between
the multi-relational networks as well as the contextualized
information. Moreover, ALAIM further enhances the model
performance by jointly learning multiple related tasks. Since
our proposed framework uses multi-task learning, the output
can be generalized to represent social media users thus any
potential audience evaluation metrics can be added as ad-
ditional tasks. Also, any type of engagement can be easily
adopted into the framework. Therefore, we believe our pro-
posed framework can be utilized not only by influencer mar-
keting stakeholders but also by the applications that require
audience evaluations.
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