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Abstract

Wikipedia follows an open editing model that allows anyone
to edit any entry. This has led to questions about the credibil-
ity and quality of information on it. Yet, it remains one of the
most widely visited online encyclopedias. In this paper, we
present a discussion of the various factors that influence the
trust that users have on Wikipedia through a framework con-
sisting of personal, social and functional elements. We further
argue that digital signals and non-verbal cues also play an im-
portant role in determining trust on the various agents of the
system.

Introduction

Wikipedia is one of the largest online, collaborative and free
access encyclopedias in the world. The massive success and
popularity of Wikipedia for creating, finding and consoli-
dating information is because it is publicly maintained and
any reader can contribute to it. As of today, the English
Wikipedia has over 5 million articles and an estimated 500
million unique users each month. This large scale interaction
between humans and software has led to the development
of complex social and hierarchical processes that govern its
functioning.

To capture the essence of such systems, Tim Berners-Lee
coined the term Social Machine, (Berners-Lee, Fischetti,
and Foreword By-Dertouzos 2000) which can be defined as
”a complex techno-social system comprising of various indi-
viduals or groups of individuals and digital components con-
nected through a networked platform in a particular modes
of interaction for a particular purpose” (Merchant Arpit
2016). Wikipedia as a whole (including the users, articles, its
metadata and the technology) can be seen through this lens
of a social machine and this allows for a systematic study
of web systems (Shadbolt et al. 2013). In order for social
machines to function smoothly, these various interacting hu-
man and digital components must behave in a cooperative
manner which in turn requires trust.

Placing trust on that which is not trustworthy or not plac-
ing trust on that which is trustworthy is the source of ap-
prehension about Wikipedia’s credibility as an information
source as posited by (O’Hara 2012). The solution therefore,
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is to place trust on that which is trustworthy. There has been
growing interest in studying this. (Kittur, Suh, and Chi 2008)
ask if it is possible to trust a wiki and show that its metadata
impacts users’ perception of trustworthiness on its content.
(McGuinness et al. 2006), design a management framework
for encoding, computing and visualizing trust in the case of
Wikipedia authors and articles. (Dondio et al. 2006) com-
pute trust values of articles on Wikipedia through domain
analysis. (Lucassen and Schraagen 2010) study users’ trust
in Wikipedia by evaluating article features while (Adler et
al. 2008) use revision histories and reputation of authors for
this task. (Javanmardi et al. 2009) analyze the relation be-
tween user contribution and trust in Wikipedia.

However, we argue that trust has a very broad definition
only a narrow part of which has been studied in literature
thus far. Websites such as Epinions allow users to explicitly
provide trust ratings which makes it easier to analyze the
trustworthiness of its products. But the collaborative envi-
ronment of Wikipedia hides article information and is sus-
ceptible to vandalism. So trust has to be measured implicitly
as well and in order to do that, it is necessary to identify all
the features as well as underlying processes that influence it.
In this paper, we present a classification framework for trust
in Wikipedia and posit that this can form the basis for en-
hanced applications that can in turn help increase the quality
of its content and ease of use.

Taxonomy of Trust in Wikipedia

In any Social Machine, there are multiple agents involved
that trust each other to varying degrees. In the specific case
of Wikipedia, the following agents play a part in developing
the trust network: 1. Wikipedia Articles 2. Article Talk Pages
3. Article Edit History 4. Readers 5. Editors 6. Moderators
7. Administrators 8. User Pages 9. Wikimedia Foundation

Each of these agents trust the others in the system in as-
pects as explained below.

Personal Trust

This part of trust in Wikipedia, and Social Machines in gen-
eral, manifests itself as a result of the personal character-
istics and traits of the agents themselves. The various hu-
man agents in the system trust each other to varying degrees
based on their own personalities and background. An editor
whose views align more closely with a certain reader may
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enjoy a higher level of trust from such a reader due to posi-
tive reinforcement of ideas. Similarly, agents sharing similar
interests may have a greater amount of mutual trust amongst
them as compared to other agents.

On Wikipedia, readers of an article display such implicit
Personal trust towards the correctness of the article and to-
wards the editors, moderators and administrators that were
involved in shaping the article.

Social Trust

Social trust is a consequence of the different community
roles played by agents and how they are interpreted by oth-
ers. Within Wikipedia, two types of Social Trust mecha-
nisms can be found:

1. Title Relation: People tend to place a greater trust in
strangers that seem to hold a position of authority. This
level of implicit trust in a position is greater in the case
of Wikipedia as attaining the positions of a moderator
or administrator is demonstrably difficult. The Personal
trust in the general community of readers and editors of
Wikipedia that choose their leaders gives rise to an im-
plicit social trust of such elected leaders.

2. Interaction Relation: History and context between differ-
ent agents also affects the amount of trust they have in
each other. Suppose two editors are frequently in dispute
over the layout of an article, and the community (or mod-
erators) more often than not side with the same editor in
all disputes, he shall have a lower level of trust for his
opponent than other editors on the website. Similarly, the
trust the community and other editors place in this editor
will have increased over time for that range of topics.

Functional Trust

Functional trust is a realization of the implicit trust a user
places in the software and functionality of the underlying
system. Hence, it is a product not only of the historical relia-
bility of the system, but also the underlying ideology. In the
case of Wikipedia, we can classify the Functional Trust that
the users have into two categories:

1. System Characteristics: As mentioned earlier, the funda-
mental nature of a free-editing wiki necessarily brings up
the question of trust amongst its users. Anyone may edit
the contents of an article on Wikipedia with data / facts
that are provably wrong. While the many eyeballs the-
ory(Raymond 2001) states in spirit that such edits will
eventually be caught and rectified, the duration for which
they remain live may be disconcertingly long for certain
more astute readers. Such readers would have a low level
of trust in the contents of a Wikipedia Article that is not
adequately cited with verifiable claims. This trust metric
is directly derived from the structure of Wikipedia that al-
lows free and anonymous editing to everybody.

2. Website Safety: The users of the Wikipedia website also
place an implicit trust in the maintainers and developers
of the website at the Wikimedia Foundation. This is the
users’ trust in the stability, availability and security of the

website. Users expect Wikipedia to be online and avail-
able whenever they feel like looking at it. They also ex-
pect the website not to maliciously attack their machines,
despite having no technical knowledge of server mainte-
nance or personal acquaintance of the developers running
the website.

Digital Signalling

In real world settings, when two individuals (say) Rory and
Lorelai interact with each other, non-verbal cues play an
important part in determining trust. Similarly, in the on-
line world, apart from textual information, audio-visual el-
ements play a role. The number, quality and relevance of
image and audio files, animations, etc add to the authentic-
ity of the source material. The same is also true for refer-
ences cited. Apart from these, Wikipedia has the feature of
awarding badges or stars to authors for their contributions
(eg. Teahouse Badge1). The articles on Wikipedia are like-
wise awarded designations through symbols such as a plus
sign in a green circle that indicate that it is a well-written,
neutral entry or that it lacks references and so on. These are
important signals that add to or reduce the trust on the par-
ticular entity.

The second aspect of digital signalling is that of implicit
and explicit trust. For example, when a Barnstar is awarded
to an editor by others, it explicitly denotes that that editor
is trusted by the community. On the other hand, when edi-
tors adds to the existing content of an article, they implicitly
show that they trust the previous edits and agree with them.
Such actions can be represented as interaction relations be-
tween the various agents (Maniu, Cautis, and Abdessalem
2011) thus can be captured within this taxonomy.

Discussion

In this section, we discuss the soundness, completeness and
applicability of the schema proposed above. We also briefly
discuss the notion of distrust.

Usefulness of the Taxonomy

While certain kinds of interactions between various agents
may be shared among the three elements of Trust namely,
Personal, Social and Functional, there are distinct interac-
tions that cannot. We argue that the elements of trust as de-
fined previously, are distinct and unique from each other.
They are also complete in the sense that other notions of
trust are captured by some combination of two or more of
these facets. For instance, trust coming from the normative
behaviour of agents can be seen as derived from social and
personal trust. By defining the articles, as dynamic agents
themselves, the trust coming purely from the information
and content is also captured. One trusts the various devices
(phones, tablets, laptops, etc.) through which Wikipedia can
be accessed and trusts Wikipedia’s system to behave in the
same manner across these devices. We argue that the former
is independent of the website and is the functionality of the
device while the latter is captured by a combination of the
Interaction Relation and System Characteristics.

1https://en.wikipedia.org/wiki/Wikipedia:Teahouse/Badge
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This schema has broad applications in a variety of vandal-
ism detection systems such as (Kumar, Spezzano, and Sub-
rahmanian 2015) and (West, Kannan, and Lee 2010), article
monitoring systems, and article suggestion bots (Cosley et
al. 2007). Automated systems that detect vandalism, or sug-
gest related articles and edits to trustworthy editors, can help
differentiate between edits made based on distrust as op-
posed to vandalism. People participate in building Wikipedia
for reasons such as status, learning, belonging, etc. By creat-
ing tools to bring down the cost of contributing to Wikipedia,
more people can be incentivized to contribute.

Trust and Distrust

The notion of distrust can also be captured within this tax-
onomy and under each of the elements as the negation or ab-
sence of trust. For instance, when an editor makes an edit to
overwrite the existing content of a Wikipedia article, he/she
expresses distrust in the actions of the previous author and
the validity of the content itself. The quality of interactions
between agents particularly through their social behaviour
on Wikipedia can be used to identify the loss or gain of trust.

Conclusion and Future Directions

With the growing use and popularity of online wikis, it is
important to study the nature and process by which trust
is formed and evolves on these systems. The Social Ma-
chines paradigm allows for a holistic view of Wikipedia as a
techno-social system. We present a three-fold taxonomy that
outlines the different relations (personal, social and func-
tional) that exist, thereby facilitating a systematic framework
for analyzing trust. We also discuss the role played by digital
signals and non-verbal signs.

Our early efforts described here provide theoretical foun-
dations that can improve content and user experience on
Wikipedia. The advent of Internet of Things and Web 2.0
has brought in a variety of devices and technologies that
can interact with the internet. The physical trust, or trust
in the proper functioning of these devices also contributes
to trust. Future work includes building applications to au-
tomated systems to detect vandalism, poor quality content,
and even recommendation engines for authors (about arti-
cles they might be interested in editing) based on this tax-
onomy. This is needed to understand how well our findings
generalize on the large-scale. And lastly, we only briefly dis-
cuss the idea of distrust as measured by the quality of inter-
actions between agents. Further study is required to identify
the variety of ways in which it can manifest itself.
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