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Abstract 

In this paper we argue for the systematic assessment and re-
porting of the reliability of data collection methods that rely 
on the automated collection of data from third party social 
media sites, where the researcher does not have direct access 
to meaning or control over data quality. Building on a long 
tradition of reliability assessment in the sciences and specifi-
cally in social science, we propose methods for the assess-
ment of reliability, also for textual data that is increasingly 
mined from social media for the purposes of studying online 
populations. 

Introduction   
The Web and in particular social media have proven to be 
real treasure troves of information on the behavior of indi-
viduals, as well as the collective behaviors that emerge 
from the interactions of many. Most research that mines the 
Web for such data relies to various degrees on the accuracy 
and appropriate use of large datasets that were sourced 
from a third party’s website, either by crawling relevant 
webpages for information, or by querying public APIs. Alt-
hough there are benefits to observation of social behavior 
on the web – especially if we consider that it is difficult to 
produce proper random samples of online populations 
(Fricker and Schonlau 2012; Wright 2005) – it is  danger-
ous to assume without proof (Borgatti et al. 2009) that the 
data we collect from the Web and from social media in 
particular is free of the measurement error that also plagues 
other methods of data collection, e.g. survey instruments 
commonly employed in the social sciences.  
 This also holds true when data is collected using own 
software scripts tailored for this purpose, or third party 
tools that aid the researcher in automating the data collec-
tion process. Our tools may be well specified, but their out-
put will be stochastic, not deterministic, thus subject to 
random error, or, if we are not careful, also systematic er-
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ror. Recent research on this topic has focused on questions 
of sampling bias and on the validity of measures computed 
from social media datasets. We are concerned here with the 
equally important but oft neglected issue of reliability. We 
ask: “even when we may be able to account for sampling 
bias and the measures we produce are theoretically valid, 
have we checked to see if our data collection tools are even 
reliable, in that they yield consistent datasets?”   

Literature Review 
Issues of random and systematic measurement error are 
addressed in the social sciences using multiple indicators, 
to reduce uncertainty in the data collection process and 
mitigate errors that may eventually lead to incorrect con-
clusions about the populations under study (Curtis and El-
ton 1962; Tufekci 2014). It is for example common to use 
multiple indicators in survey research (Rea and Parker 
2005), as it is generally prone to a number of random errors 
and bias, and there is no direct access to meaning: the re-
searcher depends on what the survey respondent will re-
veal, which in turn depends on many factors, including the 
reliability of the measurement instrument. But direct access 
to meaning is also not guaranteed for software and database 
systems. The instructions of a computer program can be 
defined in certain terms, but the communication between 
different systems on the path from an online database on a 
server, to the client executing the data collection program, 
as well as the interpretation of the results by the human 
analyst, are subject to a number of errors that in many ways 
reflect the types of errors inherent in research that relies on 
the active participation of human subjects. 
 In test theory, reliability concerns the extent to which 
different measurements are in agreement with one another 
(Carmines and Zeller 1979). Correlation estimates are the 
foundation of any reliability measurement. Related to relia-
bility is the concept of validity. While reliability is about 
the accuracy and replicability of the measurement, validity 
is about whether the data collected can yield a valid meas-
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ure of a theoretical construct that is pertinent to our re-
search question. A measurement instrument needs to be 
both reliable and valid. In this paper we focus our attention 
on the assessment of reliability. A related, but distinct issue 
is the choice of sampling method and the mitigation of 
sampling bias.   
  Although largely ignored in many published studies, as 
the field matures, there is growing awareness of these 
issues in social media research. Tufekci (2014) identifies a 
number of common issues in such research: the model 
organism problem; selecting on dependent variables; the 
denominator problem in sampling; and the prevalence of 
single platform studies. She questions the reliability of data 
collection methods utilizing automated scripts to query 
public APIs and among other suggestions, she recommends 
comparing the results of multiple data collection methods. 
González-Bailón et al. (2012) compare two datasets ob-
tained by querying the Twitter Stream and Search APIs 
respectively, with an aim towards comparing the coverage 
of the two data collection methods and identifying sam-
pling bias. The authors find that the Search API yields a 
smaller dataset than the Stream API, which also results in 
over- or under-estimation of various network metrics they 
compute based on networks constructed of tweet mentions 
and retweets.  
 In another effort (Morstatter et al. 2013), the authors 
compare a sample retrieved using the Twitter Stream API 
with results obtained directly from the Twitter firehose, a 
means of direct access to Twitter’s data that is only 
available at a premium and thus not commonly employed in 
Internet research. They find that the Streaming API’s 
coverage varies on a daily basis, and that in some cases it 
performs worse than comparable datasets randomly 
sampled from the firehose.  

Problem statement 
 We complement the above literature, which has mostly 
dealt with the issues of sampling bias and validity, by fo-
cusing on the issue of reliability. As already discussed, the-
se are related, but distinct issues. In order to produce scien-
tifically rigorous research using data mined from social 
media, we need provably reliable data collection methods, 
unbiased samples, and valid measures of theoretical con-
structs of interest. The questions we ask here are:  
• Do common data collection methods produce consistent 

results in terms of the number of user posts recorded 
and the content of such posts? 

• Can we improve the reliability of a data collection effort 
by combining the results of multiple measurements? 

• How should we assess and report the reliability of our 
data collection efforts? 

Methods 
Correlation measures the strength of association between 
two variables and – in ordinal or interval variables – the 
direction of that association. A reliable data collection 
method applied twice in order to assess test-retest reliability 
should produce strongly positively correlated data. We 
would expect the same of two concurrent measurements 
with the same objective. The most commonly used correla-
tion metrics are only well defined for numerical, not textual 
data. Pearson’s rho product moment correlation gives a 
correlation value between -1 and 1 for normally distributed 
ratio or interval variables, while Spearman’s rho rank cor-
relation coefficient is commonly used for assessing the 
strength of associations between ordinal variables. Addi-
tional metrics have been proposed to assess the reliability 
of survey instruments, such as Cronbach’s alpha.  
 A question remains with respect to calculating correlation 
values for text, such as when we want to test whether a data 
collection method has correctly recorded user posts on a 
social network site. In this section we discuss two methods 
for producing a correlation metric for text strings. We also 
propose the use of an information entropy metric to diag-
nose issues in collected datasets (which can also be used  to 
quantify the improvement in informational content that can 
be achieved by combining data from multiple measure-
ments). 

Normalized edit distance (NED) 
A common approach in string matching is to calculate a 
distance metric between two strings based on the minimum 
number of operations required to transform one string into 
the other (Navarro 2011). We used Levenshtein distance, as 
it is readily available in open source implementations, al-
lows for the three basic operations of addition, deletion and 
substitution of characters, and can accommodate strings of 
different lengths. But the fact that edit distance values de-
pend on the length of the strings under comparison makes 
this unsuitable as a metric for comparison across data 
where strings may have greatly variable lengths, in which 
case it would also be difficult to define what values consti-
tute strong or weak correlation. A simple workaround is to 
normalize edit distance values in the range [0,1]. If δ is the 
Levenshtein distance between two strings S1 and S2, with 
lengths l1 and l2 respectively, taking 𝑙 = max  {𝑙!, 𝑙!} gives 
the fowling simple formula for normalized edit distance: 

𝑁𝐸𝐷 = (𝑙 − 𝛿)/𝑙 
 The units of the resulting metric are somewhat ill-
defined, given that l is measured in characters and δ in op-
erations. Moreover, even if we may be able to normalize 
values thus, there is no theoretical or analytical connection 
between the definition and calculation of commonly em-
ployed correlation metrics for numerical data (such as Pear-
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son’s rho) and normalized edit distance (NED). This could 
pose problems when deciding what range of NED values 
can be interpreted as strong or weak correlation, as is com-
mon practice with other correlation metrics. We therefore 
also consider another method. 

Longest common subsequence (LCS) 
We first recognize that the problem of string matching is 
reducible to a sequence of simple dichotomous (binary) 
decisions: either two characters in a string match, or they 
do not. A simple approach to string matching, for two 
strings S1 and S2 of the same length l, would be to compare 
each character in string S1 to the respective character in the 
same position in S2, noting the number of matched charac-
ters m. Dividing this number by l would give us an indica-
tion of the degree of similarity between the strings.  
 Since our interest is in matching natural language texts, 
and the smallest unit of meaning making is the word, we 
can do the same at the word level and note the number of 
matching words. Beyond words, meaning is also dependent 
on the order of words in a sentence. Also, a sequence (of 
letters or words) can be present in both strings, but phase-
shifted. The algorithm we use is a variant of the standard 
algorithm for the longest common subsequence (LCS) prob-
lem (Bergroth et al. 2000). We then take the simple ratio 

𝐿𝐶𝑆 = 𝑚/𝑙 
as our string correlation estimate, where m  is the length of 
the longest common subsequence and l again equals 
max  {𝑙!, 𝑙!}. We were able to produce analytical proof that 
this correlation metric is directly related to Pearson’s prod-
uct moment correlation for numerical data, which has sev-
eral theoretical and practical benefits. The proof is ommit-
ted here due to space constaints. 

Information entropy  
A measure of information entropy can be used to assess the 
amount of useful information in a dataset. For the purposes 
of comparing entropy across different datasets with imper-
fect information, we take entropy H for a dataset D of ob-
servations taken from a population Π to be: 

𝐻 𝐷 = − 𝑝 𝑖 ln  (𝑝 𝑖 )
!∈!

 

 where i is a member of Π, 𝑝 𝑖  is the probability that i 
will be observed in D and moreover, that it is observed cor-
rectly (i.e. that the observation i is recorded exactly the 
same as in the population the observation is taken from, or 
𝑖! = 𝑖!). This yields: 

𝑝 𝑖 = 𝑝[𝑖 ∈ 𝐷  and  𝑖! = 𝑖!] 
= 𝑝[𝑖 ∈ 𝐷|𝑖! = 𝑖!] ∗ 𝑝[𝑖! = 𝑖!] 

 where 𝑝 𝑖 ∈ 𝐷 𝑖! = 𝑖!  can be estimated by the relative 
frequency 𝑓 𝑖 = 𝑎(𝑖)/𝑛 of i in D – assuming D is a suffi-
ciently large random sample of size 𝑛 or a complete, unbi-

ased crawl of Π, with 𝑎(𝑖) being the number of occurences 
of observation i in D. In cases where i is recorded only 
once, we take 𝑝[𝑖! = 𝑖!]=1, whereas in cases where we 
may have recorded more than one version of 𝑖! (which is 
important here as we are concerned with potential errors, 
duplication, and inconsistencies in collected data), we can 
take 𝑝 𝑖! = 𝑖! = 1/𝑘(𝑖), where 𝑘(𝑖) is the number of 
alternative versions of i recorded in the dataset. 

Example application of methods 
 We will now illustrate with an example how the 
measures we propose can be employed in a data collection 
task, to assess and report the reliability of data collection 
methods in a standardized manner, diagnose issues and 
correct them. In this example taken from past research on 
social media use, we queried Twitter’s Search and Stream-
ing APIs continuously on separate computers during the 
Greek Indignados, or ‘Aganaktismenoi’ movement of 2011, 
for keywords strongly associated with the movement. 
Moreover, we queried the Search API from two additional 
locations, on different machines, each connected to a dif-
ferent network. Specifically for reliability testing we select-
ed three keywords and a two-month period, during which 
we made sure that the data collection tools were fully oper-
ational at all times and at all locations, so as to minimize 
the possibility of errors on our side.  
First we provide a summary of the number of entries rec-
orded by each method and at each location. We use the 
abbreviation “Se” for querying the Search API and “St” for 
the Streming API. We refer to the different measurement 
locations as L1, L2 and L3 respectively and denote the use 
of a method at a specific location with the “@” sign. Table 
1 lists the number of entries (tweets) recorded by each 
measurement. Both methods record the user’s Twitter han-
dle (name), the time of the posting, the tweet text, tweet id, 
and a number of other fields that we will not discuss.  
Measurement Se@L1 Se@L2 Se@L3 St@L3 

Entries 66,566 66,850 66,815 124,790 
 Table 1: Number of entries recorded (raw data) 

 We observe that querying the Search API yielded similar 
numbers of entries at each location, while querying the 
Streaming API seemed to yield about twice as many. This 
already casts doubt as to the reliability of the data collec-
tion. How many tweets were posted during the two-month 
period under study after all?  
 We proceed to apply the NED and LCS methods to com-
pute the correlation between tweets in the respective da-
tasets. To do a comparison between two datasets, we must 
first identify pairs of matching tweets. This can be done by 
using the tweet id as a unique key, but erring on the side of 
caution, we also used user name and unix time information 
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in order to identify unique tweets in each dataset with 
greater certainty, and report the average of all correlations 
in Table 2. We provide only one table of correlation esti-
mates, as the NED and LCS methods produced nearly iden-
tical estimates. If for an entry present in one dataset we 
cannot find a matching tweet in the other, we take correla-
tion to be zero.   

Average 
correlation Se@L1 Se@L2 Se@L3 St@L3 

Se@L1 - 0.89 0.89 0.42 
Se@L2  - 0.92 0.43 
Se@L3   - 0.43 
St@L3    - 

 Table 2: Correlation matrix for raw data (all tweets) 
 We notice immediately that querying the Search API 
across different locations yielded highly correlated entries, 
as expected, but nevertheless, each run yielded somewhat 
different results. This demonstrates that even when data 
collection is performed with automated software tools 
whose instructions are well defined and immutable, the 
output of the process is not deterministic; Results will vary 
every time the tool is used. We are not always in a position 
to know this of course for a given data collection tool, un-
less we run it multiple times in sequence (to assess test-
retest reliability), or, in the case of ephemeral streaming 
data, by running multiple instances of the tool simultane-
ously, as we did. We also notice in Table 2 that the correla-
tion between the results of querying the Streaming and 
Search APIs respectively is much lower. This is partly at-
tributable to the observation we made earlier, that St@L3 
recorded about twice as many tweets as Se@L3. It would 
appear that St@L3 was a superior data collection method. 
To test this we calculate entropy for each dataset and list 
the values in Table 3.   

Measurement Se@L1 Se@L2 Se@L3 St@L3 
Entropy  11.0 11.0 11.0 10.4 

Table 3: Entropy of raw data  
 We notice that entropy values are similar when querying 
the Search API at all locations, while for St@L3, entropy is 
slightly lower, in spite of the fact that sample size for 
St@L3 is almost twice as large. This suggests that many of 
the additional data points recorded with the help of the 
Streaming API provide little to no additional information 
and are in fact, wasteful. Further scrutiny revealed that all 
datasets (and especially St@L3) contained duplicate en-
tries, with only some of those being exact duplicates. We 
found edit distance among duplicate entries to be Pareto 
distributed. Moreover, each dataset contained tweets not 

recorded in the other datasets. About 20% of all unique 
recorded tweets were present in either the Search or 
Streaming API results, but not in both. By combining en-
tries from all datasets we are able to improve the total in-
formational content of our data collection.  

 Conclusion 
We showed how the approach we proposed, in combination 
with the replication of the data collection procedure and the 
use of multiple data collection methods, can be used effec-
tively to assess and communicate the reliability of a data 
collection, as well as to diagnose specific issues before pro-
ceeding with data analysis. Neither method produced a 
complete record of all tweets posted by users, which is con-
sistent with observations in (González-Bailón et al. 2012; 
Morstatter et al. 2013). We advise other researchers to build 
such replication into their research designs and report relia-
bility coefficients accordingly.  
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