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Abstract

The success of internet social question-answering (Q&A) sites has led businesses to attempt to duplicate this model internally. In such systems, demand for expertise is high, meaning that finding high-quality answers quickly is a top priority. Prior work on expertise discovery, though, has focused on high-traffic public websites like StackExchange. Here, we show that the most predictive metadata features from public websites do not transfer well to the enterprise.

Introduction

Information seeking online is now a social task, as online communities have shifted to a focus on user-generated content. Collaborative content creation has opened up rapid access to expertise, including information that search engines and knowledge bases alone do not provide. This includes personalized explanation of difficult concepts, instructions for completing uncommon tasks, or personal advice. Social question answering sites, like Quora, StackExchange, and Yahoo! Answers have been linchpins of that user-driven model (Anderson, Huttenlocher, and Kleinberg 2012). Many businesses wish to duplicate this model internally, enabling fast information exchange (Karimzadehgan, White, and Richardson 2009), as the ability to connect employees efficiently is crucial in business (Campbell et al. 2003). However, in the large body of research that has defined the characteristics of expert answers, almost all work has studied large and high-traffic public websites. A key assumption, then, is that the results of exploration in that domain will transfer to a corporate environment. If that domain transfer is uncertain, it limits the generality of findings for enterprise social software development.

In this paper, we explore domain transfer in expertise finding using two similar datasets: one from a high-traffic public website StackExchange1 and one from an internal corporate social Q&A system IBM Answers. For StackExchange, we chose to exclusively sample from the Webmasters site since its topics are thematically similar to the questions asked within IBM Answers. Each source contains thousands of questions and a large base of active users. Both present questions and answers similarly (see Figure 2), and their statistics are roughly comparable, though the public site has higher traffic (see Table ).

Feature Clusters from Prior Work

To systematize findings from prior work, we reviewed approaches that have been used for characterizing answer quality in social Q&A in public datasets. Our goal was to identify high-level views that had been proven effective in public datasets; these are likely to motivate enterprise developers when following due diligence in building their own systems. Overall, we have identified five loosely-grouped approaches to measuring answer quality. Each corresponds to a high-level hypothesis about the “nature” of what produces high-quality answers in a social Q&A context. These hypotheses are presented in Figure 1. The features chosen to represent those clusters are presented in Table 2.

Asker Cluster Features in this cluster represent metadata about the author of the question being replied to. They correspond conceptually to H1 in Figure 1, which states that the reason a question receives high-quality answers is because there is some characteristic of the question asker that leads to quality.

Answerer Cluster This cluster represents metadata about the author of the answer being judged for quality. They relate to H2: this hypothesis claims simply that certain users write answers that are consistently judged as high quality. These features are entirely based on activity and on-site behavior, rather than observing content or domain expertise in answers.

Context Cluster This cluster represents a counterfactual - that traffic, rather than any characteristics of an answer, are what drives our measures of answer quality. Because number of votes in particular is likely to increase with more users interacting with a given thread of answers to a question, this may be artificially inflating our values. This corresponds to our hypothesis H3.

Shallow Text Cluster This cluster represents the most pessimistic view of answer quality - namely, that simple heuristics about an answer’s text, such as the number of words or the amount of formatting, can predict quality of

1www.stackexchange.com
**H1 (Asker).** Particular users are more likely to ask questions that receive high-quality responses.

**H2 (Answerer).** Particular users are more likely to give answers that are judged as high-quality.

**H3 (Context).** Measures of answer quality are affected primarily by that answer’s context and a question’s traffic.

**H4 (Shallow Text).** Simple metrics of textual content, such as length, can distinguish high-quality answers.

**H5 (Shallow Style).** Stylistic features of text, such as pronoun usage, can distinguish high-quality answers.

Figure 1: Statement of high-level hypotheses driving our grouping of features into clusters, based on findings from prior work.

![Figure 1](image1.png)

**Shallow Style Cluster** This cluster represents the linguistically motivated features tied to the belief that answer quality judgment is somewhat separated from the content of the answer or the personalities of the users. We draw particularly on three bodies of work - one claiming that signals of trust and hedging language predicts answer quality (Su, Huang, and Chen 2010), one showing that first-person pronouns predict answer quality (using the Linguistic Inquiry and Word Count dictionary (Tausczik and Pennebaker 2011)), and one showing the same for positive and negative emotional affect (Aji and Agichtein 2010). Though their hypotheses are disparate, we group them into hypothesis **H5**.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Public</th>
<th>Enterprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total # Questions</td>
<td>8674</td>
<td>3968</td>
</tr>
<tr>
<td>Total # Answers</td>
<td>16020</td>
<td>4134</td>
</tr>
<tr>
<td>Total # Users with 1+ Posts</td>
<td>6004</td>
<td>3352</td>
</tr>
<tr>
<td>Mean # Answers / Question</td>
<td>1.85</td>
<td>1.04</td>
</tr>
<tr>
<td>Mean # Questions Posted Per User</td>
<td>1.44</td>
<td>1.18</td>
</tr>
<tr>
<td>Mean # Answers Posted Per User</td>
<td>2.67</td>
<td>1.23</td>
</tr>
<tr>
<td>Mean # Votes Per Answer</td>
<td>1.95</td>
<td>0.54</td>
</tr>
<tr>
<td>Answers Accepted (%)</td>
<td>24.6</td>
<td>25.6</td>
</tr>
<tr>
<td>Questions w/ Accepted Answer (%)</td>
<td>45.5</td>
<td>26.6</td>
</tr>
</tbody>
</table>

Table 1: Dataset statistics for both datasets

that answer, without deeply analyzing that text. This is our hypothesis **H4**.

Figure 2: Screenshots from the public StackExchange website (left) and the internal corporate website (right) used in our study.
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**Methods**

**Measuring Answer Quality**

Our analysis of answer quality uses two possible methods of evaluation, differing in whose satisfaction is being measured. Both judgments are clearly visible in the user interfaces of StackExchange and IBM Answers.

1. **Accepted Answer** - we assign a score of 1 to answers that were accepted by the information seeker, and a score of 0 to answers that were not accepted (meaning, at most, only one answer to each question can receive any credit). This is a direct measure of the question asker’s satisfaction with an answer.

2. **Community Votes** - An answer’s score is the number of net votes an answer receives (positive votes minus negative votes). This metric gives credit to any answer that receives votes, even if it is not accepted by the question asker. It is a proxy for the evaluation of the larger set of users visiting a website, rather than the original question’s author, and therefore represents the satisfaction of question readers.

**Experimental Setup**

From our data, 2,000 answers were randomly sampled, using 1,000 answers from each site. When sampling we did not limit our answers to distinct questions; the answers in this subset therefore correspond to 1,922 distinct questions. Then, for each feature cluster we described, we extracted several features. All have been proven effective in prior
work. We extracted the same features from both private and public datasets.

Then, for each dataset, we performed two multiple regressions, varying the dependent variable (one of our two measures of answer quality). We model answer acceptance as a binomial, as it has only two possible values. For each cluster, all described features were used as independent variables; we did not attempt to measure any higher-level interactions between variables.

### Results

In the public domain dataset, all five clusters produced multiple regressions which were significantly\(^2\) predictive of both answer acceptance percentage and number of votes received, with the exception of the Shallow Style cluster, which only predicted votes received. These results are summarized in Table 3. At a broad level, this verifies the findings of prior work and confirms that those indicators are indeed useful for the domain in which they were originally situated.

As we conjectured, effects differ when transferring to the corporate domain. The relative change is visualized in Figure 3. In four of five clusters, we see decreases in correlation coefficient\(^3\). In the Answerer cluster, on the other hand, we see a large increase in predictive power.

Several observations become apparent from deeper analysis of the coefficients assigned in these multiple regressions.

1. **Influences from Traffic**

Within the public StackExchange data, the Context cluster of features was most highly correlated with both measures of answer quality \((r = .357\) and \(.386\) for answer acceptance and community votes, respectively, as shown in Table 3). This breaks down across quality measures, though, into opposite values in per-feature coefficients. When predicting the number of community votes received, coefficients pointed towards more existing traffic (measured in votes or comments) resulting in more votes for new answers. In this case, at least, a rising tide lifts all boats. For answer acceptance, we see the opposite effect. Answers were more likely to be accepted when there were fewer comments and fewer other questions being posted.

These features were much weaker fits for the corporate data. While the trends still existed in the data, following the same patterns, effects were muted. This is likely due to the more targeted, lower-traffic nature of the business site. We also propose, tentatively, that users are acting less strategically for online credibility measures like votes. This suggests that reputation is a less-impactful motivator for employees to contribute to an enterprise social Q&A website.

Traffic indicators are supported by game theoretic predictions. Answers are more likely to be accepted due to lack of competition; this parallels prior work (Jain, Chen, and Parkes 2009). Experts may also be more likely to respond to questions which have not already received attention from others. Users are more likely to feel like they are helping others, and are more likely to receive the reward incentive of an accepted answer, if they are not competing with a larger crowd. Both of these reasons have been suggested by prior work (Dearman and Truong 2010), and our data supports those hypotheses.

2. **Visual Formatting and Presentation**

The Shallow Text cluster of features was a highly significant predictor in the StackExchange data \((r = .295\) in prediction of community votes, as shown in Table 3). However, answer length was not the most predictive feature within that cluster. Instead, the feature measuring HTML formatting was given the most weight. Some of this can be attributed to bold and italic text, but the most common theme among highly-voted answer formatting was lists, either of bullets or numbered items, and frequent use of monospaced

---

\(^2\)In this and all instances, throughout this paper, significance is defined as \(p < 0.01\).

\(^3\)It is inappropriate to test statistical significance for \(r\) values across different datasets, thus, we exclude \(p\) values for this decrease.
fonts (usually used for presenting program code). This corresponds to findings from the MathOverflow website, which found equation formatting to be a predictor of answer quality (Tausczik and Pennebaker 2011).

These patterns were again weaker in the corporate data. This effect is conflated with domain - while the Webmasters forum from StackExchange was chosen to parallel our corporate dataset, it still had more questions requiring programming code. This means that monospaced formatting was not as prevalent in the corporate data. The correlation was much stronger for community votes than for answer acceptance, which suggests that readers pay more attention to formatting while askers pay more attention to information content.

3. Answerer Identity and Individual Behavior Patterns

The majority of features from prior work are a poorer fit for enterprise data. The Answerer cluster is an exception, explaining a high amount of variance in community votes within the enterprise ($r = .556$, as shown in Table 3), far above any other category tested. Most of this variance comes from the feature measuring the number of recent votes a user has received (based on their activity in the last 7 days). This one feature accounted for more variance in this cluster than all other features combined. By contrast, in the public dataset, a user’s long-term average votes per day (since registration) is a higher predictor of answer quality. These results indicate a pattern of “burst” behavior in an enterprise.

We conjecture that in an enterprise, the burst behavior of an expert is triggered by fortuitous events that are unplanned (e.g., stumble upon a search result with links to Q&A sites). Since social Q&A is outside the routine workflow of an enterprise knowledge worker, without actively maintaining the link between an expert and a Q&A community, there is a high probability that the expert’s participation drops or even completely stops after a brief period of time.

Conclusions

Our results above have demonstrated that the majority of features from previous work on public social Q&A are a poorer fit for enterprise data. To be able to detect the “burst” behavior quickly is the key to finding expertise in the enterprise. Relying on metadata however means experts cannot be discovered from infrequent but high-quality participation. These findings have implications for both enterprise social software management and researchers in organizational behavior.

Table 3: Multiple regression $r$ for each feature cluster. **Bold** correlations are significant.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Public</th>
<th></th>
<th>Enterprise</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accept</td>
<td>Votes</td>
<td>Accept</td>
<td>Votes</td>
</tr>
<tr>
<td>Asker</td>
<td>.249</td>
<td>.225</td>
<td>.208</td>
<td>.212</td>
</tr>
<tr>
<td>Answerer</td>
<td>.226</td>
<td>.242</td>
<td>.265</td>
<td>.556</td>
</tr>
<tr>
<td>Context</td>
<td>.357</td>
<td>.386</td>
<td>.275</td>
<td>.149</td>
</tr>
<tr>
<td>Shallow Text</td>
<td>.170</td>
<td>.295</td>
<td>.087</td>
<td>.115</td>
</tr>
<tr>
<td>Shallow Style</td>
<td>.124</td>
<td>.247</td>
<td>.100</td>
<td>.131</td>
</tr>
</tbody>
</table>

Figure 3: Changes in both measures of answer quality, per cluster, when moving to enterprise datasets. Y axes are scaled to a constant maximum height to emphasize relative gain.
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