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Abstract

Online Social Networks (OSNs) have come to play an
increasingly important role in our social lives, and their
inherent privacy problems have become a major con-
cern for users. Can we assist consumers in their privacy
decision-making practices, for example by predicting
their preferences and giving them personalized advice?
In order to accomplish this, we would need to study the
factors that affect users’ privacy decision-making prac-
tices. In this paper, we intend to comprehensively inves-
tigate these factors in light of two common OSN sce-
narios: the case where other users request access to the
user’s information, and the case where the user shares
this information voluntarily. Using a real-life dataset
from Google+ and three location-sharing datasets, we
identify behavioral analogs to psychological variables
that are known to affect users’ disclosure behavior: the
trustworthiness of the requester/information audience,
the sharing tendency of the receiver/information holder,
the sensitivity of the requested/shared information, the
appropriateness of the request/sharing activity, as well
as some contextual information. We also explore how
these factors work to affect the privacy decision mak-
ing. Based on these factors we build a privacy decision-
making prediction model that can be used to give users
personalized advice regarding their privacy decision-
making practices.

Introduction
The rising popularity of Online Social Networks (OSNs) has
ushered in a new era of social interaction that increasingly
takes place online. Pew Research reports that 72% of online
American adults maintain a social network profile (Bren-
ner and Smith 2013), which provides them with a conve-
nient way to communicate online with family, friends, and
even total strangers. To facilitate this process, people often
share personal details about themselves (e.g. likes, friend-
ships, education etc.). Many users even share their current
activity and/or real-time location. However, all this public
sharing of personal and sometimes private information may
increase security risks (e.g., phishing, stalking), or lead to
threats to one’s personal reputation. It is therefore no sur-
prise that privacy aspects of OSN use has raised consider-
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able attention from researchers, OSN managers, as well as
users themselves.

The privacy dilemma OSN users face is the choice be-
tween sharing their information (which may result in social
benefits) and keeping it private or restricted to certain users
only (thereby protecting their privacy). To help users with
this decision, experts recommend giving users comprehen-
sive control over what data they wish to share, and providing
them with more transparency regarding the implications of
their decisions (Toch et al. 2010). Advocates of transparency
and control argue that it empowers users to regulate their
privacy at the desired level: without some minimum level
of transparency and control, users cannot influence on the
risk/benefit tradeoff. Moreover, people can only make an in-
formed tradeoff between benefits and risks if they are given
adequate information (Sadeh et al. 2009). But the privacy
decisions on ONSs are so numerous and complex, that users
often fail to manage their privacy effectively. Many users
avoid the hassle of using the “labyrinthian” privacy con-
trols (Compañó and Lusoli 2010), and those who make the
effort to change their settings do not even seem to grasp the
implications of their own privacy settings (Liu et al. 2011).
There is strong evidence that transparency and control do not
work well in practice, and several prominent privacy schol-
ars have denounced their effectiveness in helping users to
make better privacy decisions (Nissenbaum 2009).

Are there more effective ways to assist consumers in their
privacy decision-making practices? A solution that has re-
cently been proposed is to learn users’ privacy preferences
and then give them user-tailored decision support (Knijnen-
burg and Kobsa 2013). Specifically, privacy recommenda-
tions and/or “adaptive defaults” would help to limit the num-
ber and complexity of privacy decisions that OSN users have
to make. In order to accomplish this, though, we first need to
study the factors that affect users’ privacy decision-making
practices. In this paper, we investigate these factors in light
of two common OSN scenarios:
• Information Requests: When another OSN user asks for

permission to get access to the user’s personal informa-
tion, the user needs to decide whether or not to accept this
request. This scenario has an extrinsic motivation.

• Information Sharing: In this scenario the user has de-
cided to share something on the OSN, such as status or her
current location, and she has to decide whether to share
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this information to all her contacts or just a part of her
contact list. This scenario has an intrinsic motivation.

Although the motivation of the request in the two sce-
narios is different, the decision for the user (and, arguably,
which factors determine the decision) remain the same: both
of the scenarios result in a trade-off between the benefits of
social interaction, and potential privacy risks.

Existing work has found several psychological factors that
influence OSN users’ privacy decision making. The users’
sharing tendency obviously makes a big difference (Tay-
lor 2003; Consolvo et al. 2005), but trustworthiness of
the recipient is also highlighted as an important factor in
many of these studies (Toch et al. 2010), as is the sensi-
tivity of the requested information (Consolvo et al. 2005;
Knijnenburg and Kobsa 2013), and the appropriateness of
the request (Nissenbaum 2009).

Several researchers have attempted to predict OSN users’
sharing decisions based on contextual factors (Ravichandran
et al. 2009; Sadeh et al. 2009; Fang and LeFevre 2010), but
have usually not considered the psychological factors de-
scribed above. Moreover, while this existing work has made
some strides in determining the factors that influence OSN
users’ privacy decisions, and even in predicting those deci-
sions based on context, each work only considers a small
subset of (one or two) contextual or psychological factors,
in the context of a single OSN.

In this paper, we intend to more comprehensively study
the important psychological and contextual factors that af-
fect privacy decision making on OSN, and build a cohesive
privacy decision-making prediction model that can be used
to assist user to make appropriate privacy decisions. Specif-
ically, we make the following contributions:

• We study the factors that affect privacy decision making
in multiple scenarios. Information requests are studied by
looking at “friend request” activity collected on Google+,
while information sharing is studied by looking at loca-
tion sharing data collected in a location sharing prefer-
ence survey. We compare these scenarios to determine the
robustness of different factors.

• We study a comprehensive set of psychological and con-
textual factors that we predict influence privacy decision
making: the trustworthiness of the requester/audience, the
sharing tendency of the user, the sensitivity of the infor-
mation, the appropriateness of the request/disclosure, as
well as several traditional contextual factors derived from
the situation in which the sharing takes place. We provide
a comparative evaluation of the importance of each factor
in determining users’ privacy decisions.

• We develop a privacy decision-making prediction model
based on these factors to predict users’ sharing behavior.
We demonstrate that the predictions of this model can rec-
ommend appropriate privacy decision making for OSN
users. We also show how much each of the determining
factors contributes to the predication model.

• In effect, we create a generally applicable privacy
decision-making prediction model that can be applied in
a multitude of scenarios. Our results thus apply to a broad

scale of OSNs, and arguably even other privacy-sensitive
systems such as e-commerce systems.

Related Work
Privacy Decision Making
A majority of OSN users takes a pragmatic stance on in-
formation disclosure (Taylor 2003; Consolvo et al. 2005).
These “pragmatists” (Westin 1998) have balanced privacy
attitudes: they ask what benefits they get, and balance these
benefits against risks to their privacy interests. This de-
cision process of trading off the anticipated benefits with
the risks of disclosure has been dubbed privacy calcu-
lus (Culnan 1993). In making this tradeoff, these users typ-
ically decide to share a subset of their personal informa-
tion with a subset of their contacts (Consolvo et al. 2005;
Lewis, Kaufman, and Christakis 2008).

The term privacy calculus makes it sound like users
make “calculated” decisions to share or withhold their per-
sonal information. In reality though, these decisions are nu-
merous and complex, and often involve uncertain or un-
known outcomes (Knijnenburg and Kobsa 2013). Acquisti
and Grossklags (2005) identified incomplete information,
bounded rationality, and systematic psychological devia-
tions from rationality as three main challenges in privacy
decision making. Consequently, people’s privacy behavior is
far from calculated or rational. Most OSN users share much
more freely than expected based on their attitudes (a dispar-
ity that has been labeled the “privacy paradox” (Norberg,
Horne, and Horne. 2007)). Liu et al. (2011) quantified this
disparity between the desired and actual privacy settings,
and found that users’ privacy settings match users’ expec-
tations only 37% of the time and oftentimes people shared
more than they expected.

Predicting Privacy Decisions
When left to their own devices, users thus seem particularly
inept at making even the simplest privacy decisions in a
rational manner (Knijnenburg and Kobsa 2013), and many
users actively try to avoid the hassle of making such de-
cisions (Compañó and Lusoli 2010). Interestingly, though,
scientists have had modest success predicting users’ privacy
decisions using machine learning practices.

For example, Ravichandran et al. (2009) found that a
small number of default policies learned from users’ context
location sharing decisions could accurately capture a large
part of their location sharing decisions. Similarly, Sadeh
et al. (2009) demonstrated that they could accurately pre-
dict users’ privacy preferences in a location-sharing system
based on the type of recipient and the time and location
of the request. Finally, in a social network context, Fang
and LeFevre (2010) developed a privacy wizard that is able
to configure users’ privacy settings automatically and accu-
rately with a machine learning model that they developed.

Psychological Antecedents of Privacy Decisions
Aside from these machine learning efforts, several works
have identified psychological antecedents of OSN users’ pri-
vacy decisions. For example, the user’s sharing tendency
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makes a big difference. Westin (1998) developed a pri-
vacy segmentation model that is most widely accepted in
the privacy literature, which classifies people into three cat-
egories: privacy fundamentalists, pragmatists, and uncon-
cerned. More generally speaking, users differ in their level
of disclosure tendency, which influences their actual disclo-
sure behavior (Taylor 2003). Quercia et al. (2012) studied
the coronation between information disclosure and person-
ality traits with gender effects. Beyond users’ inherent shar-
ing tendency, Adams (2000) identified three major factors
that are key to users’ privacy perceptions in multimedia en-
vironments: information sensitivity, recipient and usage.

Several studies have found that different types of infor-
mation have different levels of sensitivity, and that users are
less likely to disclose more sensitive information. For in-
stance, Consolvo et al. (2005) and Lederer, Mankoff, and
Dey (2003) both found that users are more willing to share
vague information about themselves than specific informa-
tion. Knijnenburg, Kobsa, and Jin (2013) demonstrated that
people’s disclosure behavior is in fact multi-dimensional,
that is, different people have different tendencies to disclose
different types of information. Generally speaking, though,
more and less sensitive information can be discerned, users
are typically less willing to share the more sensitive infor-
mation.

The trustworthiness of the recipient of the information is
also highlighted as an important factor in many studies (Toch
et al. 2010). Lederer, Mankoff, and Dey (2003) even found
that this factor overshadows more traditional contextual fac-
tors in terms of determining sharing tendency. OSNs have
started to accommodate this factor by categorizing recipients
into “groups” or “circles”. Research shows that users make
extensive use of this facility, albeit often ineffectively (Kni-
jnenburg and Kobsa 2014).

Finally, several scholars argue that the appropriateness of
the request plays an important role in determining users’
sharing decisions (Nissenbaum 2009; Borcea-Pfitzmann,
Pfitzmann, and Berg 2011). The appropriateness of an in-
formation request/disclosure depends on whether there is a
straightforward reason why this recipient should have access
to this piece of information. This reason is often related to a
stated or imagined usage scenario.

Large-scale Psychology-based Prediction Using
Behavioral Analogs
While machine learning studies have had modest success
predicting users’ privacy decisions, they have largely ig-
nored psychological antecedents of privacy decisions. Sim-
ilarly, although some researchers have uncovered relation-
ships between disclosure and its psychological antecedents,
machine learning models have not been built to exploit these
relationships. The reason for this is simple: psychological
antecedents are hard to quantify, especially on the large scale
needed for successful machine learning. One contribution of
this paper is to quantify such psychological antecedents by
replacing them with behavioral analogs. Moreover, the fac-
tors (both psychological and contextual) identified by ear-
lier works were analyzed one-by-one, on various different

OSNs. Another contribution of this paper is to integrate
these factors, and to test them across a multitude of OSNs.

In effect, we present a unified framework to analyze
and utilize the psychological and contextual antecedents
of users’ sharing decisions systematically and interactively.
To do this, we provide behavioral analogs of the shar-
ing tendency of the user, the trustworthiness of the re-
quester/audience, the sensitivity of the information, the ap-
propriateness of the request/disclosure, as well as several
traditional contextual factors that are important antecedents
of users’ privacy decision making. In the following sections,
we quantify and analyze the influence of each factor on OSN
users’ privacy decision making. Then we integrate all fac-
tors into a privacy decision-making prediction model that
can help OSN users to make better privacy decisions.

Data Collection
We investigate the main psychological and contextual fac-
tors affecting OSN users’ privacy decision making in the
two common scenarios, “information requests” and “infor-
mation sharing”, by finding behavioral analogs that are eas-
ier to observe and quantify. Below we describe these behav-
ioral analogs for data collected on Google+ and a location
sharing preference study.

“Friend requests” are the most common and direct way
to get access to a user’s information in many OSNs, and
they serve as our “information request” scenario. Accept-
ing a friend request discloses at least a part of one’s profile
and online activities to the requester, so the acceptance or
rejection of a friend request is the focal privacy decision in
this scenario. Two general friendship mechanisms exist on
social networks: in bilateral friendship requests (e.g. Face-
book) friendships are reflexive, and a friendship is only es-
tablished after the user accepts the request. While this is the
“cleanest” version of our scenario, the requests themselves
are not accessible through the Facebook API, effectively
making it impossible to observe rejected requests. In unilat-
eral friendship requests (e.g. Twitter, Google+) users do not
need permission to “follow” or “add to circle” other users,
making one-sided “friendships” possible. Users who are fol-
lowed/added to a circle may respond in one of three ways:
(1) they may reciprocate the request by following/adding the
requester back; (2) they may delete or block the requester;
(3) or they may do nothing and simply leave the friendship
one-sided. Behavior 1 is observable as a separate friend-
ship request, but unfortunately behavior 2 is not accessible
through the Twitter and Google+ APIs, making behaviors
2 and 3 indistinguishable. However, since users are notified
of being followed, we argue that users will most commonly
follow/add the requester back if they accept the request, and
otherwise simply delete or ignore the requester. Our work is
based on the assumption that when a user add the requester
back to her friend circle, the request is accepted, otherwise
it is rejected. We study this behavior in a Google+ dataset.

Then, we study the “information sharing” scenario in a
location sharing setting. Location-sharing has gained popu-
larity both in stand-alone apps (e.g. Foursquare, Glympse)
and as a feature of existing OSNs (e.g. location-tagging on
Facebook and Twitter). Location-sharing is an activity that is

93



particularly strongly influenced by privacy concerns (Zick-
uhr 2012). Unfortunately, existing location-sharing datasets
often do not extend beyond check-in behaviors. In this paper
we use a manually-collected rich dataset of location sharing
preferences that includes twenty location semantics, three
groups of audiences and several contextual factors.

In the following two subsections, we describe how the two
datasets were collected, and provide key statistics describing
the main characteristics of the datasets.

Google+ Dataset
Gong et al. (2011) crawled the whole evolution process
of Google+, from its initial launch to public release. The
dataset consists of 79 network snapshots, these stages can
be used to uncover a rough chronological account of friend-
ship creation (i.e. users adding each other to their circles).
We focus on the first two stages to build our dataset, where
“who sends the friend request to whom first” can be identi-
fied by the stage ids. In total, the dataset contains 3,481,544
active users1 in stage 0 and 14,289,211 in stage 1.

The Google+ dataset consists of a set of tuples
〈f(u), f(v), f(u, v), l〉, where u is the requester, v is the
receiver and l is the decision label indicating if v accepts
(1) or rejects (0) u’s request. f(u) and f(v) are collections
of features associated with u and v respectively, and f(u, v)
represents the relationship between u and v. For a given user
u, we call all the other users who add u to their friends cir-
cles as u’s followers, and the users being added to u’ friends
circle are called u’s followings. In Table 1, we list the whole
set of features in our Google+ dataset. It includes features
describing the requester and the receiver (USER FEATURES)
and their relationship (RELATIONSHIP FEATURES). USER
FEATURES are further classified into two groups: PROFILE
FEATURES and ACTIVITY FEATURES.

PROFILE FEATURES focus on user’s profile settings on
Google+. The profile settings can be used to quantify sensi-
tivity of the requested information. We argue that sensitivity
S(I) of a user u’s profile item I depends on how common
the user’s setting/value of I is in the population: the more
common of the value, the less sensitive of the information.
Formally speaking:
Definition 1 (Sensitivity) Suppose a profile item I has m
possible settings {I1, I2, . . . , Im} (m ≥ 1). The distribu-
tion of different settings over the whole population is P I =
{pI1 , pI2 , . . . , pIm}, where 0 ≤ pIi ≤ 1 and

∑m
i=1 pIi = 1.

If user u set her profile item I as Ik (1 ≤ k ≤ m), the
sensitivity value of S(I) = 1

pIk
.

On Google+, users have the option to fill out the profile
items Employer, Major, School and Places. We calculate the
sensitivity scores for these items and use them as our behav-
ioral antecedents of information sensitivity.

We further defined the following ACTIVITY FEATURES:
followTendency is a behavioral analog of users’ sharing ten-
dency, defined as the relative number of people they follow.
Similarly, our behavioral analog of the requester’s trustwor-
thiness is based on the intuition that a user with relatively

1We call a user with at least one following as an “active user”.

many followers is likely to have a higher reputation, and thus
more trustworthy. The concept of conservative is another be-
havioral analog of sharing tendency, based on the idea that
users with a lower sharing tendency follow other people in
a more “conservative” fashion, i.e. they only follow people
within their own “friends circle”. Finally, the RELATION-
SHIP FEATURES target on the ratio of common followers
and common followings. We argue that these features are
behavioral analogs for the appropriateness of the request:
friendship requests are more appropriate if there is a lot of
existing overlap between the two users’ networks.

Location Sharing Preference Survey
To study the “information sharing” scenario, we used a
study on users’ location sharing preferences. We conducted
this study by recruiting 1,088 participants using Amazon
Mechanical Turk2. We restricted participation to US Turk
workers with a high worker reputation who had previously
used a form of location sharing services. The basic demo-
graphic distributions are: (a) age: 18 to 24 (21.43%), 25 to
34 (45.23%), 35 to 44 (20.24%), 45 to 54 (5.95%), 55 to 64
(7.15%); (b) gender: male (57.15%), female (42.85%); (c)
marriage: married (40.47%), not married (59.53%).

We conducted the study by requesting users’ feedback
to systematically manipulated location sharing scenarios.
Specifically, we considered twenty location semantics sup-
ported by Google Places3: Airport, Art Gallery, Bank, Bar,
Bus Station, Casino, Cemetery, Church, Company Build-
ing, Convention Center, Hospital, Hotel, Law Firm, Library,
Movie Theater, Police Station, Restaurant, Shopping Mall,
Spa and Workplace. We asked users to imagine being at such
a location, alone or with a companion, feeling a certain emo-
tion (these contextual variables match features available on
location sharing services, such as “who are you with”, and
emotion icons on Facebook). Participants were randomly as-
signed ten scenarios (different combinations of location and
contextual information), and asked to choose whether they
would share their location with three different groups of au-
diences: Family, Friend and Colleague.

For each targeted group of audience V , we collect
a set of sharing records and represent each as a tuple
〈f(u), f(u, V, loc), f(loc), l(V )〉. f(u) represents the user’s
features. f(u, V, loc) describes the relationship between the
three parties, i.e., user u, audience V and location loc. As
the sharing information is the given location loc, we specifi-
cally include its feature f(loc) into each tuple. The decision
label l(V ) indicates if u shares her location with audience V
(1) or not (0).

In the location sharing preference study, each user u only
has one sharing option to each group of audiences under a
specific scenario. That is, we do not have the “historical”
sharing records of u under the same scenario. Thus, we use
other users’ sharing behavior to estimate individual u’s shar-
ing tendency. The final feature set is listed in Table 2, where
f(u) consists of a set of features with format pu(Q), which
represents the sharing tendency of u based on feature Q.

2https://www.mturk.com/mturk/
3https://developers.google.com/places/
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USER FEATURES f(u), f(v) RELATIONSHIP FEATURES f(u, v)PROFILE FEATURES ACTIVITY FEATURES

(1) S(Employer) (5) followTendency = #followings
#followers+#followings

(10) JaccardFollowing(u,v) =
|followings(u)∩followings(v)|
|followings(u)∪followings(v)|

(2) S(Major) (6) trustworthiness = #followers
#followers+#followings

(11) JaccardFollower(u,v) =
|followers(u)∩followers(v)|
|followers(u)∪followers(v)|

(3) S(School) (7) fIntersect = |{followings} ∩ {followers}| (12) comFollowing(u) = #commonFollowing
#followings(u)

(4) S(Places) (8) fScale = |{followings} ∪ {followers}| (13) comFollower(u) = #commonFollower
#followers(u)

(9) conservative = fIntersect
fScale

(14) comFollowing(v) = #commonFollowing
#followings(v)

(15) comFollower(v) = #commonFollower
#followers(v)

Table 1: Whole set of features in Google+ dataset.

Features

f(u)
pu(age), pu(gender), pu(marriage)
pu(privacyConcernLevel)

f(u, V, loc)
puloc(companion), puloc(emotion)
puV (companion), puV (emotion)
puloc(V ), puV (loc)

f(loc) S(loc) = 1
pu
loc

(·)

f(V ) trustworthiness(V ) = puV (·)

Table 2: Whole set of features in location dataset.

We estimate it by the sharing probability of the users in
the given dataset R who have the same feature value of Q
with u, regardless of different scenarios. We call such prob-
ability as overall sharing probability. In this study, we con-
sider the overall sharing probability of u based on her de-
mographic features and the claimed privacyConcernLevel.
The set of features f(u, V, loc) are described by probability
puα(Q), called α-conditional sharing probability, where α
could be the current location loc or the audience V . We use
the sharing probability of the users in R who have been un-
der the scenario α and hold the same values ofQ to estimate
u’s sharing probability. Formally speaking:

Definition 2 (Overall sharing probability) Suppose a fea-
ture Q has m possible values {q1, q2, . . . , qm} (m ≥ 1).
The sharing probability of the users with different fea-
ture values of Q over the whole records R is Pu(Q) =
{pq1 , pq2 , . . . , pqm}, where 0 ≤ pqi ≤ 1 and

∑m
i=1 pqi = 1.

That is, pqi represents the overall sharing probability of the
users having qi as the value of feature Q. If user u’s feature
value on Q is qk (1 ≤ k ≤ m), the overall sharing proba-
bility of u based on feature Q is pu(Q) = pqk .

Definition 3 (α-conditional sharing probability)
Suppose an attribute Q has m possible values
{q1, q2, . . . , qm} (m ≥ 1). The sharing probability of
the users with different attribute values of Q over the
whole set of sharing records Rα under scenario α is
Puα (Q) = {pαq1 , p

α
q2 , . . . , p

α
qm}, where 0 ≤ pαqi ≤ 1 and∑m

i=1 p
α
qi = 1. If user u’s feature value of Q on scenario α

is qk (1 ≤ k ≤ m), the α-conditional sharing probability of
u based on Q under α is puα(Q) = pαqk .

These features allow us to define behavioral analogs of
sensitivity and trustworthiness. Specifically, the location-
conditional sharing probability puloc(·) denote the estimated
sharing probability of u purely based on location loc: the
higher its value, the less sensitive the location loc. Therefore,
we use its reciprocal as a behavioral analog of the sensitiv-
ity of loc, S(loc). Similarly, puV (·) is the estimated sharing

probability of u purely based on the audience type V: it rep-
resents the sharing tendency to a certain type of audience,
thus serves as a behavioral analog of the trustworthiness of
the audience V , denoted as trustworthiness(V ).

In total, we consider the five scenarios in our location
preference study with different contextual information: (1)
location; (2) location + time; (3) location+ companion; (4)
location + time + companion; (5) location + emotion.

Factors Affecting Privacy Decision Making
In this section, we first investigate how the defined contex-
tual and psychological aspects affect privacy decision mak-
ings in the two scenarios, and identify the most important as-
pects. In the next section we subsequently describe how we
build the privacy decision-making prediction model based
on the major aspects, and analyze the prediction perfor-
mance of this model.

Scenario 1: information requests
Before combining the factors affecting privacy decision
making into a general prediction model, we first investigate
these features separately. In the Google+ dataset, we focus
on requests from different users u sent to the same receiver
vrec. This allows us to factor out the receiver’s features. We
select the 20 users who have received the highest number of
requests in the Google+ dataset, and denote the selected re-
quest sets as GSetrec. Similarly, by building a dataset only
containing the requests sent by the same requester ureq, we
can analyze how different receiver v’s features influence the
final decisions, factoring out the requester’s features. We se-
lect the 20 most prolific requesters in our Google+ dataset,
and denote the selected request sets as GSetreq. The final
Google+ dataset DGoogle+ consists of all the tuples relevant
to the 40 selected users, including 21,798 accepted requests
and 114,400 rejected requests.

Feature ranking We first analyze which behavioral fea-
tures (and therefore which analogous contextual and psycho-
logical factors) have the strongest impact on users’ decision
making process. Specifically, we rank the features based
on their chi-squared statistic and information gain with re-
spect to the decision outcomes using 10 cross-validation
on Weka (Hall et al. 2009). Figure 1 shows the average
chi-squared statistic (left y-axis, bars) and information gain
(right y-axis, line) with regard to different features (x-axis,
refer to the feature IDs in Table 1, over all the 20 receivers
in GSetrec and 20 requesters in GSetreq , respectively. The
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Figure 1: Average value of chi-squared statistic and infor-
mation gain with regard to different features in GSetrec
(left) and GSetreq (right)

features analyzed in the two subsets show similar trends in
terms of chi-squared statistic and information gain:

(I) FollowTendency (feature 5, a behavioral analog for
sharing tendency) and trustworthiness (feature 6) are the
two most important features. This is in line with our sug-
gested psychological factors for followTendency on the re-
ceiver’s end and for sharing tendency on the requester’s end.
The reason why both are important for both requesters and
receivers, is because they are complementary by definition
(followTendency = 1− trustworthiness).

(II) In GSetrec, receivers are also influenced by the RE-
LATIONSHIP FEATURES (features 10-13) when they make
privacy decisions. These features are behavioral analogs of
the appropriateness of the request, such that requests from
people with overlapping friend networks are more appro-
priate. Interestingly, the number of common followers has
more influence on the decision than the number of common
followings. Intuitively, this can be explained by the obser-
vation that followings are usually based on both friendship
and interests, while followers are typically friends only. Two
users who share many followings may have similar inter-
ests, but they may not know each other. While if two users
share many followers, they probably know each other (at
least through shared friendships).

(III) In GSetreq, whether the receiver is conservative
(feature 9) is another important feature determining if they
accept the requests or not. This feature is a behavioral analog
of sharing tendency.

(IV) The sensitivity of profile items did not turn out to
be an important feature in determining the final privacy
decisions. Arguably, our sensitivity measures S(Employer),
S(Major), S(School) and S(Places) on Google+ are based on
a peripheral part of the user’s profile that does not contribute
much to the overall sensitivity of the shared information.

Analysis of important features We further investigate
how these important features we identified affect privacy
decision making. As mentioned before, trustworthiness and
followTendency are complementary, therefore their influence
on the decision making should be opposite. A requester’s
trustworthiness and a receiver’s followTendency are behav-
ioral analogs of psychological factors affecting privacy de-
cision making, whereas a requester’s followTendency and a
receiver’s trustworthiness are not. We thus analyze the for-
mer two features and discard the latter two.

a) Trustworthiness of the requester. To investigate how
different the requesters’ trustworthiness affects the re-
ceiver’s privacy decision, we split the range of trustworthi-
ness [0,1] into 10 equal intervals, and calculate the likeli-

Figure 2: trustworthiness of a requester (left) and follow ten-
dency of a receiver (right) on privacy decision making.

Figure 3: Appropriateness of requests in privacy decision
making.

hood of accepting or rejecting requests within different in-
tervals for the same receiver. The results with regard to a
randomly selected receivers from GSetrec is shown on the
left of Figure 2. As observed, the user is more likely to reject
requests from requesters with lower levels of trustworthi-
ness, and accept requests from requesters with higher levels
of trustworthiness.

b) FollowTendency of the receiver. Intuitively, users who
have followed or friended more people in the past are likely
to have a higher overal sharing tendency, leading to a higher
probability of accepting any future requests. To check this
assumption, we split the range of followTendency [0,1] into
10 equal intervals, and calculate the likelihood of accepting
or rejecting requests within different intervals. The results
with regard to a randomly selected requesters from GSetreq
are shown on the right of Figure 2. This figure clearly shows
that the higher the followTendency, the more likely receivers
were to accept the requests.

c) Appropriateness of the request. Our psychological ar-
gument is that the more similar a pair of users (u, v)
with respect to their networks of followings and follow-
ers, the more similar the two users are, and thus the ap-
propriate the request is. We split the distance measures
JaccardFollowing(u,v) and JaccardFollower(u,v) into
50 equal intervals, and plot the receiver’s probability of ac-
cepting the request at each interval in Figure 3. This figure
shows that more appropriate requests (i.e. requests where the
receiver and the requester have more common followings
and common followers) are more likely to be accepted.

Scenario 2: information sharing
To comprehensively study our information sharing scenario,
we merge the information collected under different on/off
settings of the manipulated scenario features regarding to
different groups of audiences, which results in three location
datasets: DFamily with 8,677 shared and 2,689 not shared
tuples; DFriend with 8,455 shared and 2,911 not shared tu-
ples; DColleague with 5,527 shared and 5,839 not shared tu-
ples. In the following, we first rank the features by impor-
tance, then analyze the most important features individually.

Feature ranking To evaluate the importance of all the fea-
tures in location sharing preference, we use the same rank-

96



Figure 4: Average value of information gain with regard to
different features in location datasets.

Figure 5: Sharing preferences with regard to the trustworthi-
ness of audiences at different locations.

ing procedure as we used for “information requests”. For the
sake of clarity we treat disclosure to different audiences sep-
arately. Figure 4 shows the information gain with regard to
different features. The features marriage and gender of the
information holder have little predictive value, companion,
emotion and location sensitivity do. Notably, there may ex-
ist differences in the effect of companion and sensitivity for
different audiences, suggesting an appropriateness-effect.

Analysis of important features a) Trustworthiness of the
audience. To investigate the Trustworhiness of different au-
diences we inspect the value of puloc(V ), the probability of
u sharing the current location with different V ’s, condi-
tioned on different possible location types. The distribution
is shown in Figure 5. We see that in most cases users are
most likely to share their location with their family, and least
likely to share their location with colleagues. Arguably, peo-
ple trust their family more than their friends, and they trust
their colleagues the least. In other words, the trustworthiness
of information audience is an important factor in privacy de-
cision making on location sharing.

b) Sensitivity of shared information. Figure 6 shows that
users have different sharing tendencies for different location
types. In general, participants are less likely to share their
location at a Bank, Bar, Bus Station, Casino, Police Station
and Hotel. Arguably, the probabilities of not sharing one’s
location represent the sensitivity of different location types.

c) Appropriateness of sharing. Figure 5 shows that the rel-
ative sharing probabilities to different audiences differ by
location. Specifically, users share disproportionately more
with their family when they are at a Bank, Hospital, Law
Firm or Police Station; they share more with friends when
they are at a Bar or Casino; and they share relatively more
with colleagues at locations of type Workplace and Com-
pany. Arguably, this represents the appropriateness of the
location sharing: it is appropriate for colleagues to know
that the user is at a work-related place, it is appropriate for
friends to know that the user is at a leisure-related place, and
it is appropriate for family to know that the user is involved
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Figure 6: Distribution of “not share” among different loca-
tions.

Audience
Companion

(1) (2) (3) (4) (5) (6) (7)

Family
N 0.069 0.026 0.008 0.019 0.062 0.047 0.029
S 0.154 0.068 0.043 0.094 0.111 0.167 0.104

Friend
N 0.078 0.029 0.014 0.028 0.051 0.040 0.033
S 0.145 0.065 0.037 0.085 0.122 0.174 0.099

Colleague
N 0.136 0.059 0.029 0.059 0.107 0.109 0.036
S 0.087 0.035 0.022 0.054 0.066 0.096 0.105

Table 3: Location sharing preferences with regard to com-
panion.

in a financial, legal, or health-related activity.
d) Contextual information. While there are many contex-

tual features that can be used in the prediction of location
sharing activity (e.g. time, weather, companion, emotion),
we here specifically consider the influence of receiver’s com-
panion and emotion on their location sharing preferences.
The results of sharing tendency to different audiences when
participants are with different companions are shown in Ta-
ble 3. The companions include (1) Alone, or with differ-
ent companions, i.e. (2) Spouse, (3) Kids, (4) Family, (5)
Girl/Boyfriend, (6) Friends, or (7) Colleagues. “N” and “S”
represent the probabilities of not-share and share, respec-
tively. We can see that users are least likely to share when
they are alone. Beyond that, they tend to share more with
an audience that is similar to their companions. For in-
stance, when with friends, users are more likely to share
with friends; users are more likely to share with their fam-
ily when they are with family (spouse, kids); and users are
more likely to share with colleagues when they are with col-
leagues. These observations are consistent with the psycho-
logical factor appropriateness: it is more appropriate for an
audience to know that the user is with a member of the same
group, rather than someone from a different group.

We also found that participants are less likely to share
their location when they have a negative emotion. Having a
negative emotion may be perceived as a more sensitive situ-
ation than having a positive or neutral emotion. The effect is
more pronounced for sharing with colleagues; arguably it is
less appropriate to share negative emotions with one’s col-
leagues than one’s friends or family. We omit the statistics
here due to space limitations.

Privacy Decision-making Prediction model
In our analysis above we have confirmed that the important
features affecting privacy decision making relate to the fol-
lowing main psychological and contextual factors:

• Trustworthiness of the requester/information audience
• Sharing tendency of the receiver/ information holder

97



Dataset #tuples
F1 AUC

All removed features All removed features
(1) (2) (3) (4) (5) (1) (2) (3) (4) (5)

DGoogle+ 43,596 0.898 0.889 0.887 0.898 0.889 - 0.899 0.892 0.891 0.898 0.890 -
DFamily 5,378 0.845 - 0.840 0.833 0.833 0.879 - 0.875 0.867 0.870
DFriend 5,822 0.810 - 0.798 0.802 0.800 0.844 - 0.840 0.839 0.835
DColleague 11,054 0.737 - 0.730 0.726 0.727 0.752 - 0.748 0.743 0.745

Table 4: Performance of using different feature sets in decision-making prediction model.

• Sensitivity of the requested/ shared information
• Appropriateness of the request
• Contextual factors

In this subsection we further verify their usefulness by
combining them into a comprehensive privacy decision-
making model. This model can be used to help OSN users to
manage their privacy by predicting their sharing/disclosure
behaviors and recommending corresponding privacy set-
tings in line with this behavior. Specifically, based on the
behavioral antecedents of the identified factors, we build a
binary classification model that learns the influence of these
factors on sharing/disclosure decisions (accept vs. reject, or
share vs. not share).

We build a decision-making model for our Google+
dataset and the three location datasets separately. One prob-
lem with these datasets is they are imbalanced, that is, the
number of accepts/shares is much larger or smaller than the
number of rejects/not-shares. We employ the common ma-
chine learning practice to balance the sets by randomly re-
moving items from the “large class” to match the size of
the “small class”. We use 10 fold cross validation to split
the training and testing datasets, and average our classifica-
tion results over the 10 test folds. We use several classifica-
tion algorithms provided by Weka (Hall et al. 2009) to build
our models, including Naı̈ve Bayes, J48, Random Tree, etc.
Among them, J48 produced the best results, so we focus on
this algorithm. We use the common F1 and AUC as eval-
uation metrics. F1 is the harmonic mean of precision and
recall, and AUC is a statistic that captures the precision of
the model in terms of the tradeoff between false positives
and false negatives. The higher of these the values, the better
of the performance. The results are shown in Table 4 under
“All” feature sets, i.e., using all the identified factors as fea-
tures. As we can see, our privacy decision-making prediction
model has a good performance (cf. (Swets 1988)).

We further verify the effectiveness of each factor by test-
ing the privacy decision-making model without the corre-
sponding factor. Specifically, Table 4 compares the perfor-
mance of the decision-making model with all features (All)
against their performance after removing the features be-
longing to each of the factors: (1) trustworthiness; (2) shar-
ing tendency; (3) sensitivity; (4) appropriateness; (5) con-
textual factors4.

4As contextual factors are not studied in the information re-
quests scenario, we have no results for removing such factors
from DGoogle+. Similarly, although trustworthiness of the audi-
ence is an important factor in the location sharing study, our pri-
vacy decision-making model is built for different groups of au-
diences separately (as these measures are repeated per scenario).

The results in Table 4 showed that removing some factors
may reduce the prediction performance; in line with our fea-
ture ranking results, this is mainly true for the trustworthi-
ness of requester and the follow tendency of the receiver as
well as the appropriateness of the request in the information
requests scenario. These factors are more important than the
senstivity factors. In the information sharing scenario, the
sharing tendency of the users, the sensitivity of the locations
as well as the contextual factors are all important predictors
that reduce the F1 and AUC values when excluded.

Limitations
In our work, we identified behavioral antecedents of psy-
chological factors that affect privacy decision making, and
demonstrated their effect on disclosure/sharing behavior in
our analyses. We also built a privacy decision-making model
based on these factors that generated good prediction results,
and demonstrated that these factors are in fact essential in
predicting users’ disclosure/sharing behavior. Still, there are
some limitations with regard to our study that can be ac-
counted for in future work.

The first limitation is our measurement of the psycholog-
ical factors: on one hand, while users’ real sharing behav-
ior data (rather than questionnaire data) is more accurate
in identifying the consequences of users’ information shar-
ing practices, the interpretation of this behavioral data as a
proxy for psychological factors can at times be difficult. For
example, we make use of a large dataset of Google+ users
to analyze real user behavior, but this behavioral data is an
imperfect proxy of the actual psychological factors influenc-
ing users’ responses to “friend requests”. On the other hand,
questionnaire data is usually easier to interpret as psycho-
logical constructs, but it does not always provide a true re-
flection of the factors that affect users’ actual decision mak-
ing (cf. the “privacy paradox” (Norberg, Horne, and Horne.
2007)). In our case, the location sharing data is based on
imagined scenarios rather than real sharing behavior. By in-
cluding both types of datasets, this work takes a first step
towards comprehensively and accurately studying the fac-
tors affecting users’ privacy decision making; in the future
we hope to provide further evidence for the robustness of our
approach to using real behavioral data as proxies for psycho-
logical factors.

The second limitation involves the identified factors them-
selves. We analyzed the most important factors in privacy

Thus, trustworthiness is not a feature in DFamily , DFriend and
DColleague. Finally, the features belonging to appropriateness are
difficult to split off from contextual factors in the location study, so
those results are combined.
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decision making as identified by existing work; but the study
of factors determining privacy decisions has been far from
comprehensive in the past. To create a more generally ap-
plicable model, we also specifically selected factors that are
applicable to a wide range of privacy decision-making sce-
narios in different social media, not restricted to online so-
cial networks. Consequently, we may miss system/domain-
specific factors that could have a significant influence on
privacy decision making. Finally, we tried to focus on very
simple behavioral analogs in our study; more sophisticated
analogs could likely be identified that further increase the
prediction performance.

Our third limitation is that our privacy decision-making
prediction model is built as a binary classifier. In practical
applications of, say, a “privacy recommender”, it is not al-
ways appropriate to make “hard” recommendations to users,
e.g., to pervasively recommend either “accept” or “reject”.
Instead, it might be more applicable to calculate a “privacy
risk” score based on the identified factors and let user make
the final decision based on the score, or only intervene when
the calculated risk passes a certain (user-defined) threshold.

Design Implications and Conclusion
In this paper, we investigated what the main psychological
factors influence privacy decision making in online social
networks. Focusing on two common scenarios, information
requests and information sharing, we identified behavioral
analogs of the psychological factors and analyzed how these
factors influenced privacy decisions in several real-world
and collected datasets. Our investigation specifically led to
the following important observations that may affect future
design of OSNs:
• Consistent with previous studies in information sharing,

who is the information audience is an important factor de-
ciding if the information will be shared. Similarly, in the
scenario of information requests, who is the requester de-
termines the trust from the receiver, therefore determines
the final privacy decision-making outcome.

• As self-representation is one of the main purposes of
OSNs, users’ privacy decision making does not exclu-
sively depend on their privacy concern, but more gener-
ally on the tradeoff between privacy and self-presentation.
We captured this in the definition of sharing tendency.
• Sensitivity is not an objective concept; it varies with audi-

ence. For example, in our location sharing study, locations
such as Bar, Casino are more sensitive if shared to Col-
league or Family compared to Friend. This effect may be
captured by the appropriateness of the request.

• Although the assumption of “rationality” in privacy de-
cision making has been criticized by many studies, users
do consider the appropriateness of the request/sharing ac-
tivity. Consistent with our intuition and previous studies,
users tend to share information with or accept requests
when this is appropriate in the current context.

• Contextual information is an indispensable factor in pri-
vacy decision making, primarily due to its effect on ap-
propriateness. However, the effect of different contextual
factors varies.

While our work does not move beyond prediction, it
proves the feasibility of an automated tool to predict users’
disclosure/sharing behavior, and then helps users to at-
tain a personally appropriate level of privacy. Such a “pri-
vacy adaptation procedure” could use the idea of nudging
(cf. (Thaler and Sunstein 2008)) to give users a default set-
ting or carefully selected piece of information that “nudges”
them into the right direction. Nudges do not force any pri-
vacy decision upon the user, but they rather set up the de-
cision environment in such a way that it becomes easiest to
make the right decision. However, unlike traditional nudges,
this privacy adaptation procedure does not determine what
is the “right” decision based on some externally prescribed
norm, but rather on (a prediction of) the users’ own privacy
preferences. In sum, the privacy adaptation procedure can
help ease the burden on the user (who on most OSNs has to
make an almost unreasonable number of privacy decisions)
without reducing their autonomy to decide what level of pri-
vacy is best for them (cf. (Knijnenburg and Kobsa 2014;
Smith, Goldstein, and Johnson 2013)).

Reflecting on our findings, we can make the following de-
sign suggestions for such a privacy adaptation procedure:
the privacy adaptation procedure should make its prediction
contingent on a combination of who the receiver (or audi-
ence) of the information is, and what is being shared. More
specifically, our findings show that the procedure should be
able to estimate the amount of trust we have in the recip-
ient, the sensitivity of the information, and the appropri-
ateness of sharing that specific information with that spe-
cific receiver. This prediction problem is in essence equiva-
lent to the problem solved by a context-aware recommender
system (cf. (Adomavicius and Tuzhilin 2011)). Whereas
a typical recommender system estimates the values in a
two-dimensional user-item matrix, a context-aware recom-
mender system can incorporate additional contextual vari-
ables into the prediction model as additional dimensions.
In this case, the recommender would predict the values in
a three-dimensional user-item-recipient matrix (or even add
additional dimensions for other factors such as companion
or emotion). Given that we can distinguish different types
of items and recipients that share similar levels of sensi-
tivity, trust and appropriateness, such a context-aware rec-
ommender system is likely best implemented using variance
reduction techniques such as Matrix Factorization (e.g. n-
dimensional tensor factorization, (Karatzoglou et al. 2010)).

On a social network, the privacy adaptation procedure
could assist users’ selective sharing by predicting the audi-
ence with whom the user would be most likely to share the
current post. The very same prediction model could also as-
sist friend management by predicting which previous posts
the user is most likely to share with a newly friended con-
tact. This prediction could be used as the default setting for
the post or the new friend, rather than the current default
of “share everything with everyone” (cf. (Knijnenburg and
Kobsa 2014; Smith, Goldstein, and Johnson 2013)).

Allowing some speculation, the same procedure could as-
sist with users’ privacy decisions regarding mobile apps;
based on users’ previous app installations, it could predict
the optimal default privacy settings for a newly installed app
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based on estimates of the sharing tendency of the user, the
trustworthiness of the app, the sensitivity of the requested
privacy setting, and the appropriateness of the setting, etc.

Concluding, the privacy adaptation procedure alleviates
some of the burden of making a trade-off between the po-
tential benefit and risk of information disclosure decisions; a
tradeoff that is rather difficult for users to make. Our privacy
decision-making prediction model combines several impor-
tant psychological and contextual factors that influence this
tradeoff, and learns their functionality by building a binary
classifier. The proposed privacy decision-making prediction
model produces good results based on the five identified fac-
tors, and can be used in a privacy adaptation procedure to as-
sist users to protect their privacy in online social networks.
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