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Abstract

Personality plays a fundamental role in human inter-
action. With the increasing amount of online user-
generated content, automatic detection of a person’s
personality based on the text she produces is an impor-
tant step to labeling and analyzing human behavior at
a large scale. To date, most approaches to personality
classification have modeled each personality trait in iso-
lation (e.g., independent binary classification). In this
paper, we instead model the dependencies between dif-
ferent personality traits using conditional random fields.
Our study finds a correlation between Agreeableness
and Emotional Stability traits that can improve Agree-
ableness classification. However, we also find that accu-
racy on other traits can degrade with this approach, due
in part to the overall problem difficulty.

Introduction

Personality plays a fundamental role in human interaction.
Therefore, with the increasing amount of information that
users post online, the ability to automatically detect person-
ality can provide insights into the cognitive processes of a
large number of individuals. In particular, one piece of in-
formation that internet users generate in large quantities is
text: status updates, tweets, blogs, reviews, etc.

Costa and McRae (1992) describe five personality traits
in a continuous scale: extroversion, neuroticism (or its in-
verse, emotional stability), agreeableness, openness to expe-
rience and conscientiousness. These traits have become the
de-facto personality traits for automatic classification.

There have been many attempts to test classification algo-
rithms for personality in textual data, but in this paper we in-
clude two algorithms that have not been reported previously.
These correspond to a structured approach to classification
—that is, they model the dependencies among output labels
as well as the input features. For example, they may learn
that high neurotics tend to be less friendly and therefore use
that to classify one of those traits more accurately.

In this paper we are not concerned so much with the best
feature set to obtain the best accuracy. Instead our inter-
est is to compare the structured approach to sensible non-
structured approaches commonly used for text classification.
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Background

The automatic classification of personality has been the fo-
cus of many studies. Although some studies have examined
speech (Mehl, Gosling, and Pennebaker 2006), most of the
results reported by these studies relate specifically to writ-
ten language, and have applied both data-driven words and
phrases (e.g., Oberlander and Gill, 2006; Nowson, 2006) and
lexical features grouped by psychological categories (e.g.,
Pennebaker and King, 1999; Gill, Nowson, and Oberlander,
2009).

Studies using groupings of lexical features have adopted
the LIWC dictionary (Pennebaker and Francis 1999) or a
subset of it to compare baseline classification algorithms
to Naive Bayes and sequential minimal optimization algo-
rithm (SMO) for a support vector classifier (Witten and
Frank 2005; Platt 1999). Grouping features that were most
related to style, Argamon and colleagues (2005) analyzed
the same essay corpus used by Pennebaker and King (1999).
Their best accuracy scores were around 57-60% for ex-
troversion and neuroticism using SMO. Mairesse and col-
leagues (2007) tested several classifiers on that same data
set using a different subset of LIWC features and obtained
accuracies around 55%—62% using SMO. Their best accu-
racy scores were on Openness and the worst were on Con-
scientiousness. In addition they performed a similar analysis
of conversational data that resulted in accuracies of around
64%—T74% (Mairesse et al. 2007).

Other studies have explored structural and lexical features
of a corpus of emails (approximately 9,800 messages) which
were used to classify several dimensions, including the five
personality traits (Estival et al. 2007). Although accuracies
were in the range of 53-57%, this study used the largest cor-
pus for personality classification of which we are aware.

Feature representations have also included structural in-
formation given by n-grams. For example, Oberlander and
Nowson (2006) tested n-grams in a small corpus of blogs.
SMO yielded the best accuracies (around 83-93%) and
the best classification was on Conscientiousness. They did
not include Openness in their report. However, when these
trained classifiers were applied to a much larger corpus, the
accuracies dropped to approximately 55%, which may have
been a result of over-fitting (Nowson and Oberlander 2007).

Lastly, Tacobelli et. al. (2011) used the large corpus of
blogs from (Nowson and Oberlander 2007) and a bigram



based feature representation and obtained accuracies be-
tween 70%—-84%. The best classification was for Openness
and the worst for emotional stability. As it is the case with
Oberlander and Nowson, the authors warned of potential
over-fitting of the data. It is important to note that the data
contained posts from individuals over a long period of time
and that seems to influence the accuracy scores.

In addition to classification, all of these studies have
found overlap between the features that describe the differ-
ent personality traits. This overlap is consistent with some
correlations between personality traits that have been doc-
umented over a long period of time (Richardson 1968;
Ode and Robinson 2009). The intuition of this paper is that
those correlations may help boost classification. Therefore,
we are more concerned with introducing a structured clas-
sification approach (Lafferty, McCallum, and Pereira 2001)
to assess the helpfulness of these correlation between traits,
rather than finding the feature set that best classifies the data.

Methodology
Corpus

The corpora for our experiment consisted of (a) the essays
corpus produced by Pennebaker and King (1999) in which
2,469 individuals wrote a stream of consciousness essay for
20 minutes; and (b) the myPersonality corpus which consists
of 9,918 Facebook status updates and social network metrics
associated to the authors of posts.

Both corpora contain binary judgments as to whether the
author of the text is a high or a low scorer of each of the
Big Five personality traits. For the essays, those judgments
were derived from the z-scores computed for each trait on
a personality test (John, Donahue, and Kentle 1991) taken
by each participant. In the case of the myPersonality corpus,
binary classes were derived from the average scores on a per-
sonality test. In this set, well known proper names, such as
”Chopin” and ”Mozart”, and locations, such as "New York”
and "Mexico,” were kept, while lesser known entities were
replaced with a common token.

Data sets

To prepare our data, we treated each corpus as follows: all
words were converted to lower case, punctuation symbols
were treated as individual types and emoticons (e.g. :-), :P)
were treated as a single type.

Because multiple posts in the myPersonality corpus could
belong to a single author, we merged all the posts that cor-
responded to one author and treated them as a single docu-
ment. The reason for doing this is that we did not want to
confound the personality classification with authorship in-
formation. This resulted in 251 documents.

Lastly, unigrams, bigrams and trigrams were combined as
features for each document. Of these, we did not consider
features occurring fewer than 5 times and we also eliminated
the 20 most frequent.

Classifiers

Because previous research suggests that some traits of per-
sonality may be correlated with others, we decided to try
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structured approaches to personality classification.

Structured classification is an approach to classification
in which the dependencies between output variables (e.g.
personality traits) are modeled. For example, an decrease
in emotional stability may be correlated with a decrease in
agreeableness.

Conditional random fields (CRFs) (Lafferty, McCallum,
and Pereira 2001) are a widely-used model for structured
classification, and have been successfully applied to other
multi-label text classification problems (Ghamrawi and Mc-
Callum 2005).

CRFs can be understood as the structured analog of
logistic regression. For text analysis, given a sequence
of words {word;, words, ...,word,} and a set of labels
{labely, labels, ..., labely }, CRFs define the probability of
seeing a specific combination of labels (output variables)
given that a sequence of words (input variables) has been ob-
served. More generally, for any set of input variables x and
output variables y, CRFs define the following conditional
probability:

vl = 7o [T ey )
k

where fr, : X x Y — RT is a factor with model param-
eters A; and Z(x) is a normalization constant. The set of
factors determines which dependencies are modeled. Each
factor is an exponentiated dot product of features and param-
eters: fr = exp (ZJ o7 (x, y)) where ¢ : X x Y — R
computes features over x and y, each of which is weighted
by a corresponding A, € A.

Here, x is a word vector, and y is the vector of binary
labels (i.e., the five personality traits). The parameters are
optimized to maximize the joint accuracy of these five traits.
Contrast this approach to a logistic regression model, which
ignores the dependencies between labels, where a multi-
label problem with m classes would be modeled by m in-
dependent logistic regression models:

plya]x) =$ﬁr<x, y1, A)

P(Ym|x) :ﬁﬁr(xa Ym,> M)

Following (Ghamrawi and McCallum 2005), we consider
two types of factors:
1. Pairwise Label Factors (CRF-P): Includes factors for
the interaction between each pair of labels: f,,(y;, y;, A)
Vi, j. This introduces (3) = 10 factors. These are com-
bined with the logistic regression factors f;,.(y;,x) Vi.

p(y‘X) = ﬁ H fp(y’uyj7A) Hflr(x7 ZUWA)

Given that each y; is a binary variable, this introduces an
additional (10 x 22) = 40 parameters over standard lo-
gistic regression.



2. Pairwise Label-Features Factors (CRF-PF): Includes
factors for the interaction between each pair of labels,
conditioned on the observed variables x: f,.(¥i,y;,X)
Vi, 7. This model thus learns context-specific interactions
among y:

p(y1%) = s T et )

Because each f,. is now a function of x, the number of
parameters will be much greater. If there are n parame-
ters in the logistic regression model, then there are 40n
parameters in this model.

In the context of our experiment, the CRF-P model would
learn the correlations between all pairwise combinations
of personality traits to boost classification, while CRF-PF
would learn many correlations of those combinations de-
pending on the words observed.

Because the tree-width of the corresponding graphical
models is sufficiently small for personality classification, ex-
act CRF learning and inference can be performed using the
junction tree algorithm (Koller and Friedman 2009). We use
the GRMM (Sutton 2006) CRF toolkit in our experiments
with default parameter settings.

In addition to the two CRF models (CRF-P and CRF-PF)
we classified the data using Logistic Regression (Log-Reg),
Naive Bayes (NB) and SMO, the sequential minimal opti-
mization algorithm for a support vector classifier that is part
of the Weka (Witten and Frank 2005; Platt 1999) toolkit. Fi-
nally, to provide a baseline we used ZeroR, a majority clas-
sification approach.!

Results

Table 1 shows the results obtained with these classifiers on
the essays data. Table 2 shows the results obtained on the
myPersonality data. All results are computed using 10-fold
cross-validation. We compared the best result for each trait
with all others using paired t-tests. Some of the best results
were better than others at the p < 0.05 level. In those cases,
the best result has a superscript indicating the algorithm(s)
they outperformed significantly: s = SMO; n = NB; p =
CRF-P; f = CRF-PF; [ = LogR and z = ZeroR. However,
no best result outperformed all of the other algorithms for a
given trait at the p < 0.05 level.

SMO NB CRF-P  CRF-PF  LogR ZeroR
EXT 57.60 6120  58.00 57.60 60.00 61.60
NEU 4480 4840 51.20 50.00 52.40 60.40
AGR  52.80 4840  48.40 50.40 51.20 53.60
CON 5240 56.00 51.60 49.60 52.80 52.00
OPN 54.80 5440  64.00 61.20 66.00° 70.40

Table 1: Accuracies by personality and classifier on the
myPersonality data. Superscript denotes significant differ-
ence with corresponding algorithms (p < 0.05)

'CRF-P, CRF-PF and Log-Reg were trained using GRMM
(http://mallet.cs.umass.edu/grmm/). NB,SMO and ZeroR were
trained using Weka (http://www.cs.waikato.ac.nz/ml/weka/).
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SMO NB CRF-P  CRF-PF  LogR ZeroR
EXT 51.74  56.24 56.08 55.95 56.61°~ 51.70
NEU 5393 5545 55.48 54.67 57.17°7P% 4850
AGR  51.62  53.28 53.05 54.83°P 53.54 53.08
CON 5324 55117 54.42 54.78 55.06 50.81
OPN 5432 61.81°% 61.14 59.94 61.07 51.52

Table 2: Accuracies by personality and classifier on the es-
say data. Superscript denotes significant difference with cor-
responding algorithms (p < 0.05)

Discussion

Our results show that SMO did not result in the best accu-
racies for the Essays data set. This is surprising considering
that previous research has found it to be the best perform-
ing algorithm for this task. We believe that the choice of
features as well as tokenization can have an important influ-
ence on classification given that so far most of the research
has yielded poor accuracies for this data set. It may be that
our feature set boosts the performance of a Naive Bayes (and
probabilistic classifiers). Adjustments in feature sets can im-
prove Naive Bayes algorithms yielding accuracies compara-
ble to Support Vector Machines(Rennie et al. 2003).

It is worth noting that our majority classifier resulted in a
different baseline than that of Mairesse et. al. (Mairesse et
al. 2007) even when using stratified folds —that is, folds that
aim at balancing the values for a given class. This discrepan-
cies may stem from minor differences in the prepapration of
this version of the corpus?. When comparing our approach
to their baselines?, all of our best accuracies perform signif-
icantly better than them at the p < 0.05 level.

Finally, the majority classification scores for the myPer-
sonality data outperformed the other classifiers in almost all
traits. This can be attributed to the small sample size and
skewedness of the data after merging the posts that belonged
to the same individuals.

Comparing CRF Models From Table 1 and 2 we can
compare the two CRF models with the other two proba-
bilistic approaches (Naive Bayes and Logistic Regression).
We observe that the CRF improves performance in only one
case on both data sets: Agreeableness (AGR). Otherwise, the
CRF performs consistently worse than Logistic Regression.
We speculate two possible reasons for this: First, overall
classification accuracy is quite poor for logistic regression
(51-66%). The motivation for structured classification is that
the predicted distribution for one class may inform the la-
bel for another. However, given the rate of misclassification,
these dependencies may be as likely to confuse as to inform
classification. Second, the dependencies between labels may
not be strong enough to overcome the first problem. To in-
vestigate this, we computed the correlation between all pairs
of labels in the Essays and myPersonality data. The aver-
age absolute value of all pairwise correlations is only 0.12.
However, we find the strongest correlation is between NEU

Personal communication with the preparer of the corpus
SEXT=50.04; NEU=50.08; AGR=50.36; CON=50.57;
OPN=50.32



and AGR (Pearson’s » = —0.20; i.e., neurotic people are
less likely to be friendly). It is natural, then, that the one im-
provement with CRFs involved the AGR class. This correla-
tion is in line with previous research on personality by John
et. al. (1991). In addition, research in clinical psychology
(Ode and Robinson 2009) has found that agreeable people
have better control over negative emotions —a characteristic
of high scorers of NEU (Costa and McCrae 1992)

Conclusions and Future Work

We compared a structured classification approach to person-
ality to explore whether dependencies between the output
labels for each trait helped improve classification. We found
that of the four probabilistic classification methods used,
CRF with pairwise label-features factors performed the best
on agreeableness —the hardest trait to classify for the other
classifiers. In addition, the strongest correlation among pairs
of traits involved agreeableness and neuroticism. However,
for other traits, the CRF does not appear to improve accu-
racy. Although the data has a high rate of misclassification,
our research suggest that a correlations between agreeable-
ness and neuroticism exists and that taking this into account
in a classification model may help boost accuracy for agree-
ableness. Future work will include semi-supervised learning
of the dependency between output labels to improve classi-
fication.
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