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Abstract

The data made available by Web 2.0 applications such
as social networks, on-line chats or blogs have give ac-
cess to multiples sources of information. Due to this
dramatic increase in available information, the percep-
tion of quality and credibility plays an important role
in social media, thus making necessary to discard low
quality and uninteresting content. Moreover, the infor-
mal features of Web 2.0 texts such as emoticons, ty-
pos, slang or loss of formatting impact negatively on
user perception regarding content quality and credibil-
ity. For this reason, this paper proposes the SMILE sys-
tem, a novel unsupervised real-time tool for assessing
user-generated content quality and credibility using in-
formality levels. As a test case, we focus on Yahoo! An-
swers, a relevant Web 2.0 application by its amount of
users, content and textual diversity. The results of our
study show that informality analysis can be used as cri-
teria to help assess the credibility and quality of Web
2.0 information sources.

1 Introduction

User-generated content transformed the way that informa-
tion is handled in Internet. This paradigm shift focused in
the user has given rise to the Web 2.0, where users generate,
share and consume information. The data made available by
Web 2.0 applications such as social networks, on-line chats
or blogs has give access to multiples sources of information.

Due to this dramatic increase in available information, the
perception of quality and credibility plays an important role
in social media, thus making necessary to discard low qual-
ity and uninteresting content.

In order to evaluate content quality and credibility, three
main elements can be identified: i) Content visibility or
prominence is related to likelihood that a Web site element
will be noticed or perceived (Fogg 2003); ii) Author exper-
tise and trustworthiness can be used to measure credibility
(Hovland, Irving, and Harold 1953). While trustworthiness
can be more subjective, expertise includes message charac-
teristics such as information quality or the use of titles that
certify the communicator skills and experience on the topic
(Mattus 2007); iii) Interpretation is a factor that relies on
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user judgement about online content (Fogg 2003). Because
its relevance for user-generated content, this will be the fac-
tor which this study will focus on.

It is common to find in Web 2.0 applications the use of
ranking metrics such as positive/negative votes, “likes” or
number of shares in order to allow users to share feedback
and opinions about user-generated content.

The non-standard characteristics present in these texts
such as: lack of punctuation, loss of formatting, use of slang,
colloquialisms, typos or emoticons (Baron 2003), remark the
informal nature of the Web 2.0.

We propose that the informal features of texts, such as
the present in Web 2.0 publications, impact negatively on
content quality and credibility. For this reason, this paper
presents the SMILE system (Social Media Informality Level
Explorer) 1, a novel real-time tool for classifying Web 2.0
texts by their informality level.

This approach is based on unsupervised machine learning
techniques and, as a test case, focused on Yahoo! Answers2

publications. Yahoo! Answers is a question/answering site
where people publicly post questions and answers on any
topic. This site has more than 120 million users world-
wide, has compiled 400 million answers and is the second-
most-visited education/reference site on the Internet after
Wikipedia (Leibenluft 2007).

This article is organised as follows: In Section 2 we re-
view the state of the art. Section 3 describes our tool. In Sec-
tion 4, the obtained results are analysed. Finally, our main
conclusions and future work are drawn in Section 5.

2 Related Work

In this section we are going to talk about the main works re-
lated to text informality and credibility. On the one hand, the
proposals for assessing on-line content quality and credibil-
ity will be detailed. On the other hand, informality analysis
systems for Web 2.0 texts will be reviewed.

The use of informal text features such as emoticons, ex-
clamations and capital letters has proven useful for cred-
ibility classification on Twitter texts (Castillo, Mendoza,
and Poblete 2011). In addition, non-textual quality features
such as votes, recommendations or click counts have been

1http://intime.dlsi.ua.es:8080/Smile/pages
2http://answers.yahoo.com/
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used to determine page quality for Question and Answer-
ing (Q&A) websites (Jeon et al. 2006). Moreover, focusing
only on metadata or genre-specific features do not take into
account the special characteristics of the language present in
user-generated content rather than generic Web 2.0 language
characteristics.

Regarding the subject of informality analysis, we found
little in the literature but a minimum amount in the opposite
field study of text formality. A distinction between two dif-
ferent formality levels (formal/informal) (Lahiri, Mitra, and
Lu 2011) can be performed using the F-Measure3, one of
the first scores for measuring text formality (Heylighen and
Dewaele 1999). Another studies based on a two-level clas-
sification use machine learning (Sheikha and Inkpen 2010)
or the concept of social distance and politeness (Peterson,
Hohensee, and Xia 2011). Finally, there are works based
on a word-level analysis of formality using lexicon dictio-
nary methods (Brooke, Wang, and Hirst 2010). All these ap-
proaches tackle the subject from a formality point of view.
Moreover, as user-generated content is mostly informal, an
analysis of Web 2.0 non-standard language from an infor-
mality point of view is more appropriate (Mosquera and
Moreda 2011).

For these reasons, in this article we propose the SMILE
system, a novel unsupervised and real-time tool for classi-
fying Web 2.0 texts by their informality level for helping to
assess content quality and credibility.

3 SMILE Description

SMILE is an informality classification tool, and its main pur-
pose is to help assess quality and credibility in Web 2.0 texts.
To our knowledge, SMILE is the first tool designed to study
the informality levels of textual content in social media. In
this particular case we are going to perform an informality
analysis of Yahoo! Answers texts, but the proposed system
is not exclusive of this Web 2.0 application. The system pre-
sented in this work, named SMILE, makes use of unsuper-
vised machine learning techniques to automatically classify
Yahoo! Answers by their informality level.

In section 3.1 we introduce the Yahoo! Answers applica-
tion. In section 3.2 we explain the classification process.

3.1 Yahoo! Answers

Yahoo! Answers is a user-moderated site where people ask
and answer questions on any topic. Once a question has been
answered it can be marked as “best answer” and then the
question cycle is closed. However, answers can also be rated
by the community to become the best answer and marked
using a “thumbs up” or “thumbs down” with a positive or
negative vote. Users can also award a question with stars,
as a flag of being an interesting question. The system re-
wards users with points for posting and evaluating questions
or answers. This scoring system serves as motivation tool
and also as a credibility measure. The most voted answers
and the answers of users with higher number of points tend
to be considered more reliable.

3Do not confuse with the well-known F-measure in the field of
Information Retrieval.

A subset of 14500 texts extracted from the L6 - Yahoo!
Answers Comprehensive Questions and Answers version
1.0 dataset 4 has been used. It includes all the questions and
their corresponding answers. This corpus contains a small
amount of metadata: Which answer was selected as the best
answer, and the category and subcategory which was as-
signed to this question.

3.2 Classification

The SMILE classification system uses three basic processes:
Feature extraction, clustering and data retrieval.

Feature Extraction SMILE extracts a set of 12 text fea-
tures from each answer such as:

RIX: This index measures text readability (Anderson
1983): RIX = LW/S

Where LW the number of words with more than 7 letters
and S is the number of sentences.

Entropy: Making use of information theory, texts with high
entropy would imply a higher amount of expressed infor-
mation and more quality, otherwise texts with low entropy
would communicate less information and can be consid-
ered of lower quality. This feature calculates de Shannon
entropy (Shannon 1951) of each text.

Emotional distance: Using a similar approach as in (Park
et al. 2011), we measure the emotion with its correspond-
ing strength calculating the path distance of each word
with WordNet (Fellbaum 1998) and an emotion lexicon
based on 6 primary emotions: Love, Joy, Surprise, Anger,
Sadness and Fear (Parrott 2001).

Incorrectly-written sentences: Heuristic rules to detect
ill-formed sentences: Each sentence must contain at least
three words, each sentence must contain at least one verb
and the sentences can not end in articles, prepositions or
conjunctions (Lloret 2011).

Misspelled words: We use simple heuristics for detecting
common misspelled words taking into account their case
and position in the sentence.

Frequency of contractions

Frequency of repetitions: Repetition of vocal or conso-
nants within a word to add expressive power is used in
informal speech and writing (yeahhh, noooo!).

Frequency of emoticons

Frequency of interjections: We use TreeTagger (Schmid
1994) to extract this part of speech.

Frequency of upper-case words

Frequency of slang and offensive words: They are de-
tected by a custom lexicon created with entries from 5 an
on-line slang dictionary and a list of common offensive
words.

4http://webscope.sandbox.yahoo.com/
5http://onlineslangdictionary.com
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Figure 1: Example of SMILE answer classification. The
number of crossed tie icons represents the text informality
level. A green thumb-up icon is present when the answer is
marked as the best by the community.

Clustering The application of unsupervised machine
learning has the advantage of not depending on manually-
annotated corpora. For this reason, we use the Expectation-
Maximisation (EM) (Dempster, Laird, and Rubin 1977) un-
supervised machine learning algorithm. With the corpus ex-
plained in 3.1 and extracting the features described in 3.2, a
four-cluster model was obtained by using v-Fold cross val-
idation (Witten and Frank 2005) and the implementation of
EM provided by Weka (Hall et al. 2009).

In order to determine the optimal number of clusters the
dataset was partitioned into 10 equally sized folds (9 for
training and 1 for testing). Starting the number of clusters k
with an initial value of 1, the EM clustering was performed
for each set of 9 folds and the log-likelihood of the test sets
was calculated. If the average log-likelihood increases from
the previous value, k is then incremented by 1 and the pro-
cess repeated.

Finally, each question analysed by the SMILE system is
evaluated against our four-cluster model, mapping the as-
signed cluster to its informality level (see Table 1).

Cluster Informality Level

Cluster 1 Level 1 (Low informality)
Cluster 2 Level 2 (Slight informality)
Cluster 3 Level 3 (High informality )
Cluster 4 Level 4 (Very high informality)

Table 1: Clusters and informality levels.

Data retrieval When an user introduces a question in
SMILE a real-time query is performed to Yahoo! Answers
on-line database using Yahoo Query Language (YQL) 6 and
all the answers related to the matched questions are re-
trieved.

Because a tie can be a symbol of formality, we chose to
represent the concept of informality with a crossed tie icon,
thus the absence of formality. As we use a four-level classi-
fication scale, SMILE shows from one to four crossed ties,
one for each informality level. In addition, we display the an-
swer marked as best by the community with a green thumb-
up icon and the average score for each answer (see Figure
1).

6http://developer.yahoo.com/yql/

4 Evaluation and Results

We performed two types of analysis, in the first one we rely
on the judgements of individual analysts, matching the in-
formality classification results of our tool against manual an-
notations in order to obtain the precision and recall. In the
second one, non-textual metadata features such as votes and
“likes” rated by users are analysed with aim to explore their
relation with the obtained informality levels.

4.1 Datasets

In order to evaluate SMILE results, two datasets have been
used. The dataset A contains 50 answers selected by query-
ing the top ten Yahoo! Search items 7 into Yahoo! Answers
(see Table 2).

N. Search item

1 Facebook
2 YouTube
3 NFL
4 Ashton Kutcher
5 Will Ferrell
6 Angelina Jolie
7 Jessica Simpson
8 NASCAR
9 NFL Scores
10 Peter Frampton

Table 2: List of popular items in Yahoo! Search used to gen-
erate the dataset A.

The dataset B contains 50 different answers selected by
querying the top five Yahoo! Clues (Beta) items 8 into Ya-
hoo! Answers (see Table 3).

N. Search item

1 kim kardashian
2 selena gomez
3 miley cyrus
4 emma watson
5 jennifer lopez

Table 3: List of popular Yahoo! Clues (Beta) items used to
generate the dataset B.

4.2 Inter-coder Agreement

A group of six people was asked to rate informality levels
from more informal to less informal for the dataset A. We
adopted a 1-4 Likert scale (Likert 1932), where 1 represents
a low informal text, 2 a medium informal text, 3 a high in-
formal text and 4 a very high informal text (see Table 4).

We evaluated the inter-coder agreement between the six
raters in order to determine the degree of agreement (see
Table 5). With a concern of not biasing the opinion of

7http://buzzlog.yahoo.com/overall/
8http://clues.yahoo.com/
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Answers Level

Your link doesn’t work.So I cant see what it looks like,sorry. :] 2
dewd i would answer but i can’t u see ur link is bad......... 4
I don’t like herbut I guess she’s pretty and talented and all that stuff... 1
she owns a house??? 2
Best Answer PLEASE I THINK I’M GONNA DIE PLEASE 3

Table 4: Examples of informality level classification with Yahoo! Answers.

the group, no additional classification information was pro-
vided. The use of nominal measures such as Cohen’s Kappa
(Cohen 1960) or Fleiss’ Kappa (Davies and Fleiss 1982)
shows no-agreement at all, and even taking advantage of the
Likert scale, the ordinal Krippendorff’s (Krippendorf 2004)
shows a low agreement value. These results remark the diffi-
culty of analysing a complicated phenomenon, prone to dif-
ferent subjective analysis.

Measure Overall

Fleiss’ κ 0.109
Average Pairwise Cohen’s κ 0.125
Average Pairwise Agreement 0.340
Krippendorff’s α 0.318

Table 5: Inter-coder agreement values.

As the previous assessment experiment was complicated
due to the lack of a tagging scheme, which resulted in a high
disagreement between raters, we asked to a different group
of six people to rate the dataset B. In this second evaluation
we provided the classification results obtained with SMILE,
and raters were asked to confirm if they were agree with
SMILE classification. In case of disagreement with the pro-
posed informality levels, they should provide their own val-
ues. The results of this second inter-coder agreement eval-
uation showed an important increase even on nominal mea-
sures, reaching a 0.804 Krippendorff’s Alpha, a good agree-
ment value (see Table 6).

Measure Overall

Fleiss’ κ 0.522
Average Pairwise Cohen’s κ 0.524
Average Pairwise Agreement 0.640
Krippendorff’s α 0.804

Table 6: Inter-coder agreement values in the second evalua-
tion.

4.3 SMILE Evaluation

The scores provided by the participants for the dataset B
were matched with the informality levels provided by the
developed tool (see Table 7). The best classifications results
in terms of precision were obtained at the fourth informality
level (82%), showing that SMILE can be effective in detect-
ing high informality texts. Moreover, taking into account the

overall results, SMILE classification scored a 60.6% in F1.
These results can be considered positive taking into account
the difficulty of the task and the initial low agreement be-
tween the different annotators.

Class Precision Recall F1

Level 1 0.714 0.526 0.606
Level 2 0.722 0.619 0.667
Level 3 0.714 0.312 0.435
Level 4 0.818 0.450 0.581
Overall 0.740 0.513 0.606

Table 7: smile Informality level evaluation.

4.4 Metadata Evaluation

The use of non-textual metadata features such as votes,
“likes” and user feedback can help the quality and credibil-
ity assessment of texts in question answering systems such
as Yahoo! Answers (Agichtein et al. 2008). In order to anal-
yse user perception about answer quality and credibility, two
Yahoo! Answers variables have been selected in this study:
the best answer flag and the number of “likes” or positive
votes.

Analysing answers votes, answers marked as best by the
community can be considered less informal than regular
ones. The differences are significant taking into account the
first and the last informality levels, where the 62% of the best
answers were classified into the less informal level, while
only a 45% of regular answers were classified into this level.
Taking into account the more informal levels, the difference
is even higher, with a 5% of best answers against a 10% of
regular ones. These results are shown in Figure 2.

Regarding user “likes”, the correlation between infor-
mality and positive ratings is not always direct. While the
answers classified into the first two informality levels are
highly rated, a considerable number of positive ratings can
be appreciated in the most informal texts (see Table 8).
Analysing these results, we have found that controversial
answers, jokes and even disqualifying comments are usually
rated positive.

It could be concluded that there is a relation between Ya-
hoo! Answers metadata and the informal language of its
users. Moreover, the two evaluated application-specific vari-
ables for measuring credibility and quality obtained different
results. While the use of votes has a direct relation with the
informality levels, the feedback received from “likes” shows
that this variable is not always employed by Yahoo! Answers
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Figure 2: Distribution of answers by informality level

Informality Level Average Rating

Level 1 1.749
Level 2 1.040
Level 3 0.277
Level 4 0.875

Table 8: Average answer rating by informality level.

users as a quality or credibility measure thus not following a
linguistic criteria.

5 Final Remarks and Future work

In this paper, we have presented SMILE, a real-time tool for
assessing user-generated content quality and credibility us-
ing informality levels. The evaluation of this tool has been
performed on a real application using Yahoo! Answers. The
obtained overall classification results (60.6% F1) showed
that SMILE is suitable for this difficult task, taking into ac-
count that such classification is even challenging for manual
reviewers.

It has been also shown that credibility is related with
the informality phenomenon by analysing Yahoo! Answers
metadata. The study of two credibility and quality variables
such as the “best answer” flag and the number of “likes”
confirmed our initial hypothesis: the informal features of
texts impact negatively on user perception regarding content
quality and credibility. It can be concluded that the obtained
four-level informality classification can provide valuable in-
formation for the credibility and quality assessment of user-
generated content in Web 2.0 applications.

In a future, we plan to develop an informality annotation
guide with aim to improve both agreement and classification
results. Also, the analysis of non-textual variables such as
informal fonts, text colors or irregular formatting that can
provide additional information is left to a future work.
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