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Abstract

We describe a simple IR approach for linking news
about events, detected by an event extraction sys-
tem, to messages from Twitter (tweets).1 In particular,
we explore several methods for creating event-specific
queries for Twitter and provide a quantitative and qual-
itative evaluation of the relevance and usefulness of
the information obtained from the tweets. We showed
that methods based on utilization of word co-occurrence
clustering, domain-specific keywords and named entity
recognition improve the performance with respect to a
basic approach .

Introduction
Classical online news represent useful sources for collect-
ing information on security-related events. However, mi-
croblogging services, in particular those which are acces-
sible through mobile clients, might provide important near
real-time updates on ongoing crises. A specific feature of
such services in the context of reporting on crisis situations
is the fact that they can provide complementary information
and offer less popular and/or alternative views that differ
from conventional news media reporting.

We describe a simple IR approach which links news about
events, detected by our event extraction system, to messages
from Twitter (tweets), a micro-blogging service that proved
to be an useful source of information for situational aware-
ness. While the previous research has focused on detecting
unknown events from tweets, we think that event extraction
can be carried out in a more accurate and successful way
from news articles and that tweets, short and usually rather
noisy, can be used to retrieve additional real-time content re-
lated to those events. In particular, we explore several meth-
ods for creating event-specific queries for Twitter and prove
that these methods, specifically those based on utilization
of word co-occurrence clustering, domain-specific keywords
and named entity recognition improve the performance w.r.t.
the basic configuration. We present a quantitative and quali-
tative evaluation of the relevance and usefulness of the infor-
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mation obtained from the tweets and from the online sources
to which they point.

Related Work

There are several research groups, who work on classi-
cal event extraction from online news and other suchlike
publicly accessible information sources, e.g., (Yangarber
et al. 2005) reports on a system for extraction of out-
breaks of infectious diseases from medical alerts, whereas
(Tanev, Piskorski, and Atkinson 2008) present systems that
extract structured information on violent events and man-
made/natural disasters from online news.

In the recent years, utilization of Twitter for gathering
information for situational awareness during crisis situa-
tion has attracted a lot of attention, e.g., in the context
of the earthquakes in Japan (Sakaki, Okazaki, and Matsuo
2010), Red River floods and Oklahoma Grassfires (Vieweg
et al. 2010). However, most of the research centered around
methods for detection and classification of unknown events
in Twitter (e.g., (Becker, Naaman, and Gravano 2010;
Weng and Lee 2011)). Relatively little work focused on ex-
tracting content about events which are known a priori, e.g.,
(Becker et al. 2011) present a system that relies on strategies
for automatically constructing queries for retrieving Twit-
ter content about events, based on structured information on
planned events available on publicly available web sites. The
aforementioned work is to a certain extent similar in nature
to our work.

We utilise some NLP techniques in the process of query
creation and tweet relevance ranking. Other authors report
on techniques for classification of ‘event’ and ‘non-event’
tweets that deploy shallow linguistic analysis, e.g., (Verma et
al. 2011) reports on an approach of using linguistic features
(e.g., objectivity, impersonality, formality, etc.) for detecting
tweets with content relevant to situational awareness during
mass emergencies. Some work elaborate on ML-based tech-
niques for Named Entity Recognition (NER) from tweets,
which deploy linguistic features (e.g., part-of-speech, shal-
low parsing) (Ritter et al. 2011)). We benefit from NER in
the process of tweets relevance ranking, although we use for
this purpose a NER component tuned to process classical
news.
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Event Extraction Framework
We deploy a real-time, multilingual engine for security-
related event extraction (crisis and border events, medical
hazards) from online news (Tanev, Piskorski, and Atkin-
son 2008; Atkinson et al. 2011). The system is capable of
processing news in 8 languages and is based on a blend
of manually created linguistic rules, semi-automatically ac-
quired linear patterns and domain knowledge, represented
as domain-specific heuristics and taxonomies. The system
receives news articles from a news aggregation platform,
which processes ca. 100,000 news articles per day in 50 lan-
guages. It automatically detects event reporting from them
and fills an event description template representing key in-
formation about the event, including the event type, time,
location, actors and victims.

Retrieving Twitter Messages
We aim at retrieving tweets related to specific security-
related events previously extracted by our event extraction
system from news articles. The event extraction system pro-
cesses the title and the lead sentences of the news article.
Consequently, our approach considers only this text. It is
based on the following schema:

1. The title and the first sentence of the article are repre-
sented as a weighted vector of keywords and key phrases.

2. Several Boolean queries are formulated from these key-
words and phrases.

3. The queries are submitted to the Twitter API and each of
the retrieved tweets is represented as a term vector in the
same way as it is done in step 1.

4. The tweets, obtained in step 3, are ranked according to
the similarity with the vector representation of the news
article.

Basic approach
The main resource in our method is an index of word un-
igrams and bigrams, obtained from a corpus of 1 million
English language news articles. In the index, each word uni-
gram and bigram is accompanied with its frequency and the
frequency of the co-occurrences with the other uni/bigrams.
Singletons are not included in the index. This index is used
to: (a) detect known bigrams in the input news article, (b)
calculate IDF for each term, and (c) suggest classes of terms
which are used to formulate the queries to Twitter based on
the co-occurrence information.

The basic approach for creating the term vector and the
queries is as follows. First, all the words unigrams and bi-
grams from the input news article, which also appear in the
index are extracted. The term vector is formed from these
uni- and bigrams - the term weights are defined by their in-
verse document frequency (IDF). Next, terms are sorted in
an descending order of their IDF scores. Subsequently, the
following four Boolean queries are formed from the terms
t1, t2 and t3 with the highest IDF scores: t1 AND t2; t1
AND t3; t2 AND t3; t1. The first three queries are AND
clauses, while the last one is a single term. These queries
are submitted to the Twitter Search API in this order, until a

certain number of tweets is retrieved, i.e., sometimes only a
part of these queries is used. The idea is to submit first more
specific queries and only if they do not return enough tweets,
more generic terms are used.

We experimented with various ways of creating the
term vector and formulating the Boolean queries, includ-
ing utilisation of: (a) word clustering, based on word co-
occurrences, (b) named entity recognition, and (c) a dictio-
nary of keywords, specific for the domain of violence and
crises. To better illustrate the three approaches we will use
the following text from a news article about an armed con-
flict, detected by our event extraction system (the text com-
prises the title and the lead sentence):

Two Yemeni soldiers, 13 Islamists killed in clashes
Fresh fighting between suspected Al-Qaeda militants and

army troops in Yemen’s restive Abyan province have killed 2
soldiers and 13 Islamists, military officials said on Tuesday

First, a basic term vector is created, in which the top
scored terms and their weights are: (abyan province 0.17,
fresh fighting 0.03, abyan 0.008, qaeda militants 0.009,
army troops 0.004, . . . ) Following the basic query formu-
lation approach, the following queries are created: ‘abyan
province’ AND ‘fresh fighting’, ‘abyan province’ AND
‘qaeda militants’, ‘fresh fighting’ AND ‘qaeda militants’,
‘abyan province’. These queries are then submitted in this
order until certain number of tweets are acquired. Now,
let’s see how our vector and query formulation approaches
change this query and the term vector.

Using word co-occurrences
Using word co-occurrences for query expansion is a known
IR technique, however its usefulness has been disputed (Peat
and P. Willett 1991). A potential problem in using co-
occurrence data is the ambiguity of the words, e.g., ‘bank’
co-occurs with words like ‘river’ and ‘boat’, which corre-
spond to its meaning ‘river bank’ or ‘money’, ‘loan’ and oth-
ers, which correspond to the meaning ‘financial institution’.
To avoid this issue, we performed query expansion using co-
occurring terms which: (a) appear in the input news article,
(b) are in the first half of the ordered term list.

More precisely, the algorithm works as follows. We build
a graph of co-occurrences from the extracted article terms,
where each vertex is a term and each edge is labeled with a
number which shows the co-occurrence weight between the
two terms (taken from the co-occurrence index). Then, we
apply the Newman-Girvan graph clustering algorithm (Gir-
van. and Newman 2002) to detect term clusters. Finally,
terms in the basic query are expanded with all the terms from
the same cluster, which are in the first half of the term list.
Terms from the same cluster are connected in an OR clause.

In our example, the term ‘abiyan province’ is expanded
with the term ‘restive’ and the term ‘qaeda militants’ is ex-
panded with ‘islamists’, ‘yemen’, ‘clashes’ and ‘suspected’.
The term vector for our example remains the same as the
basic one, while the queries become: (‘abyan province’
OR ‘restive’) AND (‘fresh fighting’), (‘abyan province’
OR ‘restive’) AND (‘qaeda militants’ OR ‘islamists’ OR
‘yemen’ OR ‘clashes’ OR ‘suspected’), (‘fresh fighting’)
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AND (‘qaeda militants’ OR ‘islamists’ OR ‘yemen’ OR
‘clashes’ OR ‘suspected’), (‘abyan province’ OR ‘restive’).
We experimented with this expansion and evaluated it be-
fore making the final experiments. Since the results from this
preliminary evaluation seemed encouraging, we used the ex-
panded queries as a base for the experiments with named
entities and keywords, rather than the basic queries.

Named entities
Named entities identify important features of the event, e.g.,
participating actors, organizations and the location. There-
fore, we expect to increase the precision through introduc-
tion of an additional restriction that named entities of certain
types which appear in the input text, appear also in the re-
trieved tweets. We experimented with considering: (a) per-
son and organization names, (b) locations, and (c) combi-
nation of the former two types. When considering a certain
type of named entities, we augment the weight of this type
of named entities in the term vector.

In our example ‘Al-Qaeda’ is detected as a name of or-
ganization and ‘Yemen’ as a name of location (our system
for location detection failed to recognize ‘Abyan province’).
Consequently, in the run in which we consider persons and
organizations, the suffix AND ‘al-qaeda’ is added to the
queries, e.g., the first query becomes (‘abyan province’ OR
‘restive’) AND (‘fresh fighting’) AND ‘al-qaeda’. When
considering locations, the query becomes (‘abyan province’
OR ‘restive’) AND (‘fresh fighting’) AND ‘yemen’; when
considering both persons/organizations and locations, it be-
comes (‘abyan province’ OR ‘restive’) AND (‘fresh fight-
ing’) AND ‘al-qaeda’ AND ‘yemen’.

Domain-specific keywords
Our event extraction system utilises a set of keywords from
the domain of violence and crisis to detect the event type.
We used this list to boost the terms which contain such key-
words. In our example, ‘militants’, ‘troops’, ‘soldiers’, and
‘army’ and the bigrams which contain them are boosted by
multiplying their weight by 4 - an empirically-set coeffi-
cient. The list of terms is reordered accordingly, which might
yield a different list of n-grams used to created the query.

In our example, the bigrams ‘qaeda militants’ and ‘army
troops’ go on the top of the list and enter the queries, to-
gether with their co-occurrence clusters. Consequently, the
queries will become (‘qaeda militants’ OR ‘islamists’ OR
‘clashes’ OR ‘soldiers’) AND (‘army troops’) , (‘qaeda mil-
itants’ OR ‘islamists’ OR ‘clashes’ OR ‘soldiers’) AND
(‘abyan province’ OR ‘restive’), (‘army troops’) AND
(‘abyan province’ OR ‘restive’), (‘qaeda militants’ OR ‘is-
lamists’ OR ‘clashes’ OR ‘soldiers’).

Experiments
Experiments were carried out with 7 different query expan-
sion methods, that use: (a) just the terms with highest IDF
(BS) - the baseline, (b) word co-occurrence clustering (CO),
(c) domain-specific keywords (KW), (d) locations (LOC),
(e) person and organizations (PE), (f) all named entities (PE-
LOC), and (g) keywords and named entities (KW-PE-LOC).
Methods (c)-(g) all use word co-occurence clustering.

Table 1: Relevance evaluation
yield (≥ 0.49) yield precision (≥ 0.49) precision

BS 11.02 16.23 73 60

CO 11.15 17.64 74 53

KW 14.54 20.75 57 46

LOC 12.51 15.62 75 67
PE 10.83 15.27 69 54

PE-LOC 11.12 13.59 68 61

KW-PE-LOC 14.63 17.41 68 62

For carrying out the experiments we selected 40 English
news articles published in the second half of December
2011, from which our event extraction system has detected
an important security-related event. 28 of the events were
related to violence (e.g., armed conflicts, terrorist attacks), 9
were related to disasters (i.e., aircraft crashes, maritime ac-
cidents, floodings and storms), 2 were related to biological
threats, and 1 was related to a political meeting.

For each query expansion configuration Twitter API was
called using the generated queries until at least 50 tweets
were returned or the list of generated queries was exhausted.
Tweets published more than 2 days before the news article
were excluded. Still, this time window was too long for some
events and resulted in capturing similar events from the pre-
vious days; however, it allowed for retrieving earlier infor-
mation preceding the publication of the news article. This
was especially relevant for disasters and armed conflicts for
which the article reflected some intermediate stage of their
development, while earlier information was still relevant.

We evaluated two aspects of the retrieved tweets: (a) their
relevance to the event described in the news article, and (b)
the complementarity of the information contained in them
or in the information sources to which they point to, with
respect to the information in the news article.

Relevance The relevance evaluation was performed on all
40 events by three evaluators, in such a way that the events
were distributed evenly and the tweets for each event were
evaluated by two people. Between each pair of evaluators,
there were 13-14 shared events. Each tweet was marked as
relevant to the input news article, if it referred to the main
event described therein. It could be an opinion, question, up-
date or just stating that the event took place.

We measured the kappa between the evaluators on the
evaluation of the BS retrieval method. The kappa between
the various evaluator pairs was as follows: 1st and 2nd - 0.98,
1st and 3rd - 0.79 and 2nd and 3rd - 0.69. These figures show
that the task for measuring the relevance was well grounded.

We used two measures to evaluate the relevance: (a) yield
- the number of relevant tweets in the response per event,
and (b) precision - the percentage of the relevant tweets with
respect to all retrieved tweets. Since each tweet was evalu-
ated by two different evaluators, we calculated the average
yield and precision for all events and all evaluators.

For each retrieval method we report two results - yield and
precision measured on tweets with similarity score ≥ 0.49
and on all the retrieved tweets with similarity score > 0.
The few 0-scored tweets were discarded from the evalua-
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Table 2: Complementarity evaluation
C CP CPT CPLT CPLI CPLV

BS 0.714 0.233 0.012 0.171 0.157 0.089

CO 0.714 0.213 0.006 0.169 0.148 0.086

KW 0.857 0.219 0.012 0.145 0.112 0.041

LOC 0.714 0.262 0 0.187 0.2 0.114

PE 0.714 0.217 0.017 0.140 0.141 0.034

PE-LOC 0.714 0.275 0.011 0.16 0.187 0.049

KW-LOC-PE 0.714 0.272 0.011 0.182 0.133 0.046

tion, since these were mostly badly formatted tweets our
system was not able to process. The ‘0.49’ threshold was
set based on experiments with a smaller development cor-
pus. Table 1 shows the relevance figures. It can be observed
that co-occurrence expansion improves the yield, however
it deteriorates the total precision. Using keywords gives the
best yield, while using locations to restrict the queries results
in the best precision. Using person and organization names
does not seem to improve the results. The combination of all
methods (KW-PE-LOC) gives reasonable performance both
in terms of yield and precision.

Complementarity The complementarity evaluation was
performed only on 7 events by one evaluator due to the la-
borious nature of this task. In particular, we calculated: (a)
general complementarity (C), which is set to 1 in case there
is at least one tweet in the response, which provides new in-
formation or a link to a source that provides new information
not available in the original news article (e.g., new facts), or
0 otherwise, (b) percentaged complementarity (CP ), i.e., the
fraction of tweets in the response, which provide new infor-
mation or a link to a source that provides new information,
(c) CPT - fraction of tweets in the response, which provide
new information in the body of the tweet itself (disregard-
ing the links), (d) fraction of tweets with a link to a source
that provides new information in form of: a text (CPLT ), an
image (CPLI ), or a video (CPLV ).

Table 2 provides average complementarity scores. For
computing the complementarity figures the entire response
was used (i.e., the 0.49 threshold was not used). The com-
plementarity evaluation on such a small dataset does not
constitute a conclusive evidence, but we can hypothesize
that the fraction of tweets which provide new information
in the body of the tweet is low (CPT 1%) and the query
expansion methods which utilise keywords and named enti-
ties yield higher percentaged complementarity. Most of the
complementary information is available through sources to
which tweets provides links, however a vast majority of such
links point to other news sources, whereas only a tiny frac-
tion point to non-news portals, e.g., other social media, etc.
Finally, we could hypothesize that there is no correlation be-
tween the relevance rank and complementarity of the tweets.

Discussion
Our experiments show that news articles on security-related
events can be linked with Twitter messages (possibly con-
taining complementary information) precisely enough for
practical purposes. We explored several methods for query

expansion, which improved the performance. We intend
to further improve the precision through considering: (a)
hashtags, (b) ranking authoritativeness of tweet sources, (c)
deployment of sentiment analysis to filter out subjective
tweets, which usually do not provide any new content, and
(d) automatically generating queries in different languages
to broaden the coverage. Finally, in order to have a deeper
insight into the real value of Twitter for obtaining comple-
mentary information, more domain-tailored evaluations over
a longer period of time are envisaged, e.g., in the domain of
border security, which will focus on security-related events
in Africa and the middle East.
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