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Abstract

We study Markov decision processes (MDPs), where agents control when and how they gather information, as formalized by action-contingent noiselessly observable MDPs (ACNO-MDPs). In these models, actions have two components: a control action that influences how the environment changes and a measurement action that affects the agent's observation. To solve ACNO-MDPs, we introduce the act-then-measure (ATM) heuristic, which assumes that we can ignore future state uncertainty when choosing control actions. To decide whether or not to measure, we introduce the concept of measuring value. We show how following this heuristic may lead to shorter policy computation times and prove a bound on the performance loss it incurs. We develop a reinforcement learning algorithm based on the ATM heuristic, using a Dyna-Q variant adapted for partially observable domains, and showcase its superior performance compared to prior methods on a number of partially-observable environments.

Introduction

In recent years, partially observable Markov decision processes (POMDPs) have become more and more widespread to model real-life situations involving uncertainty (Kornmush, Calinon, and Caldwell 2013; Lei et al. 2020; Sunberg and Kochenderfer 2022). Active measure POMDPs are an interesting subset of these environments, in which agents have direct control over when and how they gather information, but gathering information has an associated cost (Bellinger et al. 2021). For example, maintenance of a sewer system might require regular inspections (Jimenez-Roa et al. 2022), or appropriate healthcare might require costly or invasive tests (Yu et al. 2023). In both cases, the risk or cost of gaining information needs to be weighted against the value of such information.

Reinforcement learning (RL) is a promising approach to handling problems where we must actively gather information. However, due to the complexity of POMDPs, successes with RL methods in partially observable settings are still limited (Dulac-Arnold et al. 2021). One may circumvent this by focusing on subsets of POMDPs which have certain exploitable properties. For example, Guo, Doroudi, and Brunskill (2016) proposed an efficient RL algorithm for small-horizon POMDPs, Simão, Suilen, and Jansen (2023) investigates offline RL where finite histories provide sufficient statistics. Similarly, this paper focuses on a subset of active measure POMDPs with complete and noiseless observations, called action contingent noiselessly observable MDPs (ACNO-MDPs; Nam, Fleming, and Brunskill 2021).

For ACNO-MDPs, two RL algorithms already exist. The first, active measure RL (AMRL-Q, Bellinger et al. 2021), is computationally inexpensive but uses a most-likely state approximation and always converges to non-measuring policies, causing poor performance in stochastic environments. The second, observe-then-plan (Nam, Fleming, and Brunskill 2021), performs well in smaller stochastic environments, but its reliance on general POMDP planners for policy optimization makes it computationally expensive. Therefore, we investigate lightweight and high-performing RL methods in stochastic ACNO-MDPs.

In this paper, we propose a method for stochastic ACNO-MDPs\(^1\) in which we explicitly use knowledge of the setting for both learning and exploitation. To this end, we propose the act-then-measure heuristic, inspired by the \(Q_{\text{MDP}}\) approach (Littman, Cassandra, and Kaelbling 1995), which drastically decreases policy computation times. Since our method relies on a heuristic to compute a policy, we also investigate how much performance we can lose compared to the optimal policy, for which we prove an upper bound.

We then describe an algorithm based on Dyna-Q, which uses this heuristic for RL in ACNO-MDPs. We compare it empirically to previous methods in both an environment designed to test whether algorithms can accurately determine the value of measuring and a standard RL environment. In both environments, our algorithm outperforms AMRL-Q and observe-then-plan while staying computationally tractable for much bigger environments than the latter.

Contributions. The main contributions of this work are: 1) identifying limitations of previous RL approaches for ACNO-MDPs, 2) introducing the act-then-measure (ATM) heuristic, 3) introducing the concept of measuring value, and 4) implementing Dyna-ATMQ, an RL algorithm for ACNO-MDPs following the ATM heuristic.

\(^1\)Stochastic MDPs are the opposite of deterministic MDPs where all probability distributions are Dirac.
Figure 1: Agent-environment interaction in an ACNO-MDP. The agent performs a control action $a$ and measurement $m$ at each time step $t$. The internal environment state is defined by an MDP and affected only by control actions. After each step, the agent receives a scalarized reward $\hat{r}=r-C(m)$ and observation $o \in \{s, \perp\}$ (with $o=s \iff m=1$).

**Background**

This section gives a formal description of ACNO-MDPs, then describes and analyzes RL methods for the setting.

**ACNO-MDPs**

We define our problem as an action-contingent noiselessly observable MDP (ACNO-MDP; Nam, Fleming, and Brunskill 2021). An ACNO-MDP is defined by a tuple $M=(S, A \times M, P, R, C, \Omega, O, \gamma)$, where $(S, A, P, R, \gamma)$ are the components of a standard MDP: $S$ is the state space, $A$ is the action space, $P(s' | s, a)$ is the transition function, $R(s, a)$ is the reward function, and $\gamma \in [0, 1]$ is the discount factor. However, in the ACNO-MDP framework $A$ consists of pairs of control actions and measurements, taking the form $\tilde{a}=(a, m) \in A \times M$, where $M=\{\text{not observe, observe}\}=\{0, 1\}$. A control action $a \in A$ affects the environment, while the measurement choice $m \in M$ only affects what the agent observes. Following the typical notation from POMDPs, $\Omega$ is the observation space and $O$ the observation function, so $O(o | s', (a, m))$ is the probability of receiving observation $o \in O$ when taking measurement $m$ and action $a$, after transitioning to the state $s'$. In ACNO-MDPs all measurements are complete and noiseless, so we can define $\Omega=S \cup \{\perp\}$, where $\perp$ indicates an empty observation. Then, the observation function is defined as $O(o | s', (a, 1))=1 \iff o=s'$, and 0 otherwise. Similarly, $O(o | s', (a, 0))=1 \iff o=\perp$, and 0 otherwise. Measuring has an associated cost $C(0)=0$ and $C(1)=c$ (with $c \geq 0$), which gets subtracted from our reward, giving us a scalarized-reward $\hat{r}_t=R(s_t, a_t)-C(m_t)$.

Agent-environment interactions for ACNO-MDPs are visualized in Figure 1. Starting in some initial state $s_0$, for each time-step $t$ the agent executes an action-pair $(a_t, m_t)$ according to a policy $\pi$. In general, these policies are defined for a belief state $b_t$, a distribution over the states representing the probability of being in each state of the environment, summarizing all past interactions. After executing $(a_t, m_t)$ in $s_t$, the environment transitions to a new state $s_{t+1} \sim P(\cdot | s_t, a_t)$, and returns to the agent a reward $r_t=R(s_t, a_t)$, a cost $c_t=C(m_t)$ and observation $o_{t+1} \sim O(\cdot | s_{t+1}, (a_t, m_t))$. The goal of the agent is to compute a policy $\pi$ with the highest expected total discounted scalarized-reward $V(\pi, M)=E_{\pi, M}[\sum_{t} \gamma^t \hat{r}_t]$.

In this paper, we will mainly focus on reinforcement learning in ACNO-MDPs. We assume the agent only has access to the total number of states and the signals returned by the environment in each interaction, but otherwise has no prior information about the dynamics of the environment.

**Q-learning for ACNO-MDPs**

Bellinger et al. (2021) propose to solve the ACNO-MDP problem using an adaptation of Q-learning (Watkins and Dayan 1992). To choose the best action pair, the agent estimates both the transition probability function and value functions with tables $P$ and $Q$ of sizes $|S \times A \times S|$ and $|S \times \tilde{A}|$, respectively. Both are initialized uniformly, except that all actions with $m=1$ are given an initial bias in $Q$ to promote measuring in early episodes.

Beginning at the initial state, for every state $s_t$ the agent executes an $\epsilon$-greedy action-pair $(a_t, m_t)$ according to $Q$. When $m_t=1$, the successor state $s'=s_{t+1}$ is observed so the algorithm updates the transition probability $\hat{P}(\cdot | s_t, a_t)$. When $m_t=0$, AMRL-Q does not update $\hat{P}$ and assumes the successor state is the most likely next state according to $P$:

$$s' = \arg \max_{s \in S} P(s | s_t, a_t).$$

Using the reward $r_t$ and the (potentially estimated) successor state $s'$, AMRL-Q updates both $Q(s_t, (a_t, 0))$ and $Q(s_t, (a_t, 1))$, as follows:

$$Q(s_t, (a_t, m)) \leftarrow (1-\alpha)Q(s_t, (a_t, m)) + \alpha \left[ r_t - C(m) + \gamma \max_{a', m'} Q(s', (a', m')) \right]. \quad (1)$$

Although AMRL-Q is conceptually interesting and has very low computation times, in practice the algorithm has some considerable shortcomings:

**AMRL-Q does not measure after convergence.** Apart from its $\epsilon$-greediness, for any state $s$ AMRL-Q only takes a measuring action $\tilde{a}=(a, 1)$ if $\tilde{a}$ has the highest Q-value.
In particular, this means that \( Q(s, (a, 1)) > Q(s, (a, 0)) \) must hold. However, these Q-values get updated simultaneously with the same \( r_t \) and \( s'_t \), with \( (r_t - C(m)) \) always lower for \( m=1 \). Therefore, \( Q(s, (a, 1)) \) always converges to a value lower than \( Q(s, (a, 0)) \). This means AMRL-Q only converges to non-measuring policies, which may be suboptimal for stochastic environments where the optimal policy requires taking measurements.

**AMRL-Q ignores the state uncertainty.** As visualized in Figure 2, the most-likely successor state used in AMRL-Q can give arbitrarily inaccurate approximations of the value of the current state. Apart from sub-optimal action selection, this may also cause inaccuracies in the model in later steps, since AMRL-Q makes no distinction between measured and non-measured states for model updates.

### Solving ACNO-MDP via POMDPs

Nam, Fleming, and Brunskill (2021) introduce two frameworks for solving tabular ACNO-MDPs. The first, named observe-before-planning, has an initial exploration phase in which the agent always measures to learn an approximated model. After this phase, a generic POMDP-solver computes a policy based on the approximated model. The second framework, named observe-while-planning, starts by using a POMDP-solver on some initial model and updates the model on-the-fly based on the measurements made. For both frameworks, a specific implementation is tested, using episodic upper lower exploration in reinforcement learning (EULER; Zanette and Brunskill 2019) for the exploration phase and partially observable Monte-Carlo planning (POMCP; Silver and Veness 2010) as a POMDP-solver. Both algorithms outperform the tested generic RL method for POMDPs, with observe-before-planning performing slightly better overall. We, therefore, focus on this framework in this paper. Apart from some more specific disadvantages of using POMCP for ANCO-MDPs (Krale, Simão, and Jansen 2023, Appendix B), we note one general shortcoming of this framework.

**Observe-before-planning depends on a POMDP-solver.** While observe-before-planning uses the ACNO-MDP structure in its exploration phase, for exploitation, it relies only on a generic POMDP-solver. These solvers have high computational complexity, which limits in which environments they can be employed. In contrast, a method that uses the ACNO-MDP structure (where only control actions affect the underlying state) could, in principle, solve larger problems.

### The Act-Then-Measure Heuristic

In this section, we propose the act-then-measure (ATM) heuristic for approximating optimal policies in ACNO-MDPs. Intuitively, this heuristic is based on the observation that control actions and measurements have very different effects, which implies it might be desirable to choose them using separate processes. Therefore, inspired by the \( Q_{\text{MDP}} \) heuristic (Littman, Cassandra, and Kaelbling 1995), our heuristic chooses a control action, assuming all (state) uncertainty will be resolved in the next state(s).

Following this heuristic, we do not need to consider measurements while deciding control actions, since measuring only affects state uncertainty. This means we can use a basic control loop (Figure 3), in which we choose control actions before measurements.

### Evaluating Control Actions

To choose control actions, we can approximate future returns using an MDP approximation:

\[
Q(b, a) \approx \sum_{s \in S} b(s) Q_{\text{MDP}}(s, a),
\]

where \( Q_{\text{MDP}}(s, a) \) is the value of taking action \( a \) in state \( s \) and following the optimal policy of the underlying MDP afterward, and \( b(s) \) denotes the current belief, so \( b(s) \) is the probability that the current state is \( s \). Since, in general, MDPs are more tractable than POMDPs, this approximation allows for a more efficient policy computation than POMDP-based methods like observe-then-plan. At the same time, in contrast to AMRL-Q, belief states are not approximated, which means current state uncertainty is fully considered and measurements can be made after convergence.

### Evaluating Measurements

To use the ATM heuristic, we need a principled way to determine whether to take a measurement. Therefore, we require the ability to estimate the value of a measurement. For this, we start by defining the value function \( Q_{\text{ATM}}(b, \tilde{a}) \) as the value for executing \( \tilde{a} \) in belief state \( b \), assuming we follow the ATM-heuristic, i.e. that we choose control actions according to Equation 2. We will define \( Q_{\text{ATM}}(b, \tilde{a}) \) using Bellman equations. For readability, we first introduce the following notations:

\[
b'(s'|s, a) = \sum_{s \in S} b(s) P(s'|s, a), \quad \text{and} \quad \max_{\tilde{a} \in A} \max_{m \in M} \max_{a \in A} b'(s'|s, a).
\]
where \( b'(s'|b, a) \) represents the probability of transitioning to state \( s' \) when taking action \( a \) in the current belief state \( b \), and \( \hat{a} \) describes the optimal action pair if the control action is decided before the measurement.

We note that the form of the Bellman equations for \( Q_{\text{ATM}}(b, \tilde{a}) \) depends on the current measuring action. If measuring, we can use the information we gain to choose the next optimal action to take, giving us the following:

\[
Q_{\text{ATM}}(b, \langle a, 1 \rangle) = \hat{r} - c + \gamma \sum_{s' \in S} b'(s'|b, a) \max_{\tilde{a} \in A} Q_{\text{ATM}}(s', \tilde{a}),
\]

\[
Q_{\text{ATM}}(b, \langle a, 0 \rangle) = \hat{r} + \gamma \sum_{s' \in S} b'(s'|b, a)Q_{\text{ATM}}(s', \hat{a}_b),
\]

with \( \hat{r} \) the expected reward of taking action \( a \) in belief state \( b \) and \( Q_{\text{ATM}}(s, \hat{a}) \) the Q-value of a belief state with \( b(s) = 1 \). If not measuring, we can only base our next action on the expected next belief. We may then define the belief-optimal action \( \hat{a}_b \) as follows:

\[
\hat{a}_b = \arg \max_{\tilde{a} \in A} Q_{\text{ATM}}(b_{\text{neut}}(b, a), \tilde{a})
\]

\[
= \arg \max_{\tilde{a} \in A} \sum_{s' \in S} b'(s'|b, a)Q_{\text{ATM}}(s', \tilde{a}),
\]

where the second equality follows from the fact that control actions are chosen according to Equation 2, and is proven in Appendix C (Krale, Simão, and Jansen 2023). Using this, we find the following Bellman equation for \( m = 0 \):

\[
Q_{\text{ATM}}(b, \langle a, 0 \rangle) = \hat{r} + \gamma \sum_{s' \in S} b'(s'|b, a)Q_{\text{ATM}}(s', \hat{a}_b).
\]

Based on Equations 3 and 5, we define the measuring value \( MV(b) \) as the difference between these two Q-values:

\[
MV(b, a) = Q_{\text{ATM}}(b, \langle a, 1 \rangle) - Q_{\text{ATM}}(b, \langle a, 0 \rangle)
\]

\[
= -c + \gamma \sum_{s \in S} b'(s|b, a) \left[ \max_{\tilde{a} \in A} Q_{\text{ATM}}(s, \tilde{a}) - Q_{\text{ATM}}(s, \hat{a}_b) \right].
\]

To illustrate, suppose we predict a next belief state \( b' \) as given in Figure 4, and for simplicity assume \( \gamma = 1 \). If we choose not to measure, the belief optimal action for \( b' \) is \( a_0 \), yielding a reward of 0.8 on average. If instead we do take a measurement, we can decide to take action \( a_0 \) if we reach state \( s_0 \) and action \( a_1 \) if we reach state \( s_1 \), yielding a return of \( 1 - c \). Following Equation 6, the measuring value is thus \( 1 - c - 0.8 = 0.2 - c \), meaning it is worth taking a measurement if \( c \leq 0.2 \). Generalising this example, we find the following condition for taking measurements:

\[
m_{\text{MV}}(b, a) = \begin{cases} 
1 & \text{if } MV(b, a) \geq 0; \\
0 & \text{otherwise},
\end{cases}
\]

and can define a policy following the ATM heuristic as:

\[
\pi_{\text{ATM}}(b) = \langle \max_{a \in A} Q(b, a), m_{\text{MV}}(b, \max_{a \in A} Q(b, a)) \rangle,
\]

with \( Q(b, a) \) as defined in Equation 2.

In practice, calculating \( Q_{\text{ATM}}(s, \hat{a}) \) in Equations 3 and 5 for all possible next belief states can be computationally intractable. An intuitive (over-)approximation to use is \( Q_{\text{ATM}}(s, (a, m)) \cong Q_{\text{MDP}}(s, a) \), in which case Equation 6 would likely give an overestimation of MV, leading to more measurements than required.

### Performance Regret of ATM

Now that \( \pi_{\text{ATM}} \) is fully defined, we are interested in its performance loss as compared to an optimal policy \( \pi^* \) not restricted by Equation 2. We first prove the following lemma:

**Lemma 1.** Given a fully known ACNO-MDP \( \mathcal{M} \). Define \( \pi_{\text{ATM}} \) as in Equation 8, and \( \pi'_{\text{ATM}} \) as: \( \pi'_{\text{ATM}}(b) = \langle \max_{a \in A} Q(b, a), \psi(b) \rangle \), with \( \psi : b \rightarrow m \). For any choice of \( \psi \), the following holds:

\[
\forall (\pi_{\text{ATM}}, \mathcal{M}) \geq \mathcal{V}(\pi'_{\text{ATM}}, \mathcal{M}).
\]

Intuitively, this lemma states that \( m_{\text{MV}} \) is the optimal way of deciding \( m \) when following the ATM heuristic. Appendix C (Krale, Simão, and Jansen 2023) provides the proof. Using this lemma, we can find an upper bound for the performance loss of \( \pi_{\text{ATM}} \):

**Theorem 1.** Given a fully known ACNO-MDP \( \mathcal{M} \) with an optimal policy \( \pi^* \). The performance loss for the policy following the act-then-measure heuristic \( \pi_{\text{ATM}} \) (Equation 8) has the following minimal upper bound:

\[
\forall \pi_{\text{ATM}}, \mathcal{M} \leq \sum_t \gamma^t c.
\]

**Proof.** We start by proving that Equation 10 is indeed an upper bound. For this, we introduce \( \mathcal{M}_0 \), an ACNO-MDP with the same dynamics and reward function as \( \mathcal{M} \), but with \( c = 0 \). In \( \mathcal{M}_0 \), always measuring and taking control actions in accordance to \( Q_{\text{MDP}} \) is an optimal policy. Let \( \pi_{\text{Measure}} \) be that policy, than the following holds:

\[
\forall \pi_{\text{Measure}}, \mathcal{M}_0 = \mathcal{V}(\pi^*, \mathcal{M}_0).
\]

Since the behavior of \( \pi_{\text{Measure}} \) is independent of \( c \), we can relate the expected return of this policy in \( \mathcal{M}_0 \) to that in \( \mathcal{M} \):

\[
\forall \pi_{\text{Measure}}, \mathcal{M} = \mathcal{V}(\pi_{\text{Measure}}, \mathcal{M}_0) - \sum_t \gamma^t c.
\]

Furthermore, we notice \( \pi_{\text{Measure}} \) follows the control actions given by \( \max_{a \in A} Q(b, a) \). Thus, via Lemma 1:

\[
\mathcal{V}(\pi_{\text{ATM}}, \mathcal{M}) \geq \mathcal{V}(\pi_{\text{Measure}}, \mathcal{M}).
\]

Lastly, we note that for a given policy, the expected return in \( \mathcal{M}_0 \) can never be lower than that in \( \mathcal{M} \). Then, in particular:

\[
\mathcal{V}(\pi^*, \mathcal{M}_0) \leq \mathcal{V}(\pi^*, \mathcal{M}).
\]

Substituting Equations 12 and 14 into Equation 11, then substituting \( \pi_{\text{ATM}} \) for \( \pi_{\text{Measure}} \) following Equation 13, we find exactly our upper bound.

To prove the given bound is minimal, it suffices to show an ACNO-MDP where the bound is exact, which means no
To estimate the values of belief states, we implement the replicated Q-learning method, as introduced in Chrisman (1992) and formalized by Littman, Cassandra, and Kaelbling (1995). In this method, we assume the optimal action for any belief state can be given as a linear function over all states. With this assumption, we choose a control action in belief state \( b_t \) as follows:

\[
a_t = \text{max}_{a \in A} Q(b_t, a) = \text{max}_{a \in A} \sum_{s \in S} b_t(s)Q(s, a).
\]

To update the Q-values, we use the following update rule:

\[
Q(s, a) \leftarrow (1 - \eta_s)Q(s, a) + \eta_s(\tilde{r} + \gamma \Psi(s, a)),
\]

with \( \eta_s = b(s)\% \) the weighted learning rate and \( \Psi(s, a) \) the estimated future return after state-action pair \( s, a \):

\[
\Psi(s, a) = \sum_{s' \in S} P(s' \mid s, a) \text{optimal future return } Q(s', a').
\]

Lastly, to incentivize exploration, we create an optimistic variant of \( Q \). For this, we define an exploration bonus \( \delta \):

\[
\delta(s, a) = \text{max} \left[ 0, \frac{N_{\text{opt}}}{N_{\text{opt}}} (R_{\text{max}} - Q(s, a)) \right],
\]

with \( R_{\text{max}} \) the maximum reward in the ACNO-MDP and \( N_{\text{opt}} \) a user-set hyperparameter. We use this metric to create an optimistic value function \( Q_{\text{opt}} \):

\[
Q_{\text{opt}}(s, a) = Q(s, a) + \delta(s, a),
\]
which we use instead of the real Q-value in Equations 18 and 20. Inspired by R-Max (Brafman and Tennenholtz 2002), our metric initially biases all Q-values such that $Q(s, a) = R_{\text{max}}$, and removes this bias in a number of steps. However, instead of a binary change, $\delta$ makes this transition in $N_{\text{opt}}$ (linear) steps. In practice, we found this gives a stronger incentive to explore all state-action pairs more uniformly, leading to a faster convergence rate.

**Measurement condition.** In an RL setting, we note there are two distinct reasons for wanting to measure your environment: exploratory measurements to improve the accuracy of the model, and exploitative measurements which improve the expected return. For the latter, we have already introduced *measuring value* (MV) as defined in Equation 6.

For the former, we again draw inspiration from R-Max (Brafman and Tennenholtz 2002) by introducing a parameter $N_R$, and measure the first $N_R$ times a state-action pair is visited. We keep track of this number using $\alpha$ as specified in Equation 16. Lastly, we specify to take exploratory measurements only if we are certain about the current state, since no model update is performed otherwise (Equation 16).

Combining both types of measurements, we construct the following condition for deciding when to measure:

$$m_t = \begin{cases} 1 & \text{if } \exists s : b_t(s) = 1 \land \alpha_{s, a_t} < N_{m}; \\ m_{\text{MV}}(b_t, a_t) & \text{otherwise.} \end{cases}$$

(23)

**Model-based training.** Lastly, inspired by the Dyna-framework (Sutton 1991), at each step we perform an extra $N_{\text{train}}$ training steps. For this, we pick a random state $s$ and action $a$, create a simulated reward, and use this to perform a Q-update (Equation 19). For this simulated reward, we use the average reward received thus far $R_{s, a}$, which we initialise as 0 and update each step:

$$R_{s, a} \leftarrow \begin{cases} \frac{R_{s, a} \alpha_{s, a} + r_t}{\alpha_{s, a} + 1} & \text{if } a_{t-1} = a, m_t = 1, b_t(s) = 1; \\ R_{s, a} & \text{otherwise.} \end{cases}$$

(24)

Although originally proposed to deal with changing environments, we mainly use the Dyna approach to speed up the convergence of the Q-table. This is especially relevant for our setting, where even the Q-values for actions never chosen by our policy need to be accurate to estimate $\text{MV}(b_t, a_t)$.

**Empirical Evaluation**

In this section, we report on our empirical evaluation of Dyna-ATMQ in a number of environments. We first describe the setup of both the algorithms and environments. Then, we show the results of our experiments and highlight some key conclusions. All used code and data can be found at https://github.com/LA VA-LAB/ATM.

**Setup**

We test the following algorithms:

- **Dyna-ATMQ:** We implement Dyna-ATMQ as described in the previous section. We set $\gamma=0.95$, $\eta=0.1$, $N_0=100$ and $N_{\text{opt}}=N_{m}=20$. For offline training, we choose random states and update their current optimal action with probability $\epsilon_{\text{train}}=0.5$, and a random different action otherwise.

We use $N_{\text{train}}=25$, but also test a non-dynamic variant with $N_{\text{train}}=0$, which we’ll refer to as ATMQ.

- **AMRL-Q:** For AMRL-Q, we re-implement the algorithm as specified in Bellinger et al. (2021). We set $\gamma=0.95$ and $\alpha=0.1$ to match those of Dyna-ATMQ, and use initial measurement bias $\beta=0.1$ as described in the paper. Lastly, we use $\epsilon=0.1$ for the first 90% of all episodes but switch to a fully greedy approach for the last 10%.

- **ACNO-OTP:** We implement the observe-before-planning algorithm specified in Nam, Fleming, and Brunskill (2021), using an altered version of the original code, which we refer to as ACNO-OTP (see Krale, Simão, and Jansen 2023, Appendix B, for more details). For the experiments, we use $\gamma=0.95$, and $ucb$-coefficient $c=10$. We perform 25,000 rollouts per step at a max search depth of 25, with between 1800 and 2000 particles. Since we are interested in results after convergence, we limit the exploitation phase to the last 50 episodes and only compare to these.

For our testing, we use the following environments:

- **Measuring value:** As a simple environment to test measuring value, we convert our example from Figure 4 to a graph, as shown in Figure 6. This environment consists of three state $S=\{s_0, s_+, s_-, \}$, with $s_0$ as the initial state. Our agent can choose actions from action space $A=\{a_0, a_1\}$, where $a_0$ always returns the agent to the initial state. From state $s_0$, taking action $a_1$ results in a transition to $s_+$ with probability $p$, and a transition to $s_-$ with probability $1-p$. Taking action $a_1$ in the states $s_+$ and $s_-$ ends the episode and returns rewards $r=1$ and $r=0$, respectively.

  For this environment, we can explicitly describe its optimal strategy and its expected value. We notice that depending on $p$ and $c$, such strategies either try to measure the (otherwise indistinguishable) states $s_+$ and $s_-$ or they do not. When not measuring, our expected return is always $p$. When measuring, our expected return in $s_+$ is $1-c$, and in $s_-$ it is the expected return of $s_0$ minus $c$. Combining this, we can calculate the expected return for $s_0$ with a measuring policy:

$$E_x \left[ \sum_{t} \gamma^t \tilde{r}_t \right] = \sum_{n=0}^{\infty} \gamma^{2n} (p^c(1-p)^n(1-c(n+1))) \right),$$

where $n$ is the number of measurements required before the episode ends. For our experiments, we set $\gamma=1$ and $p=0.8$, which means measuring is profitable for $c \leq 0.16$.

- **Frozen lake:** As a more complex toy environment, we use the standard openAI gym frozen lake environment (Brockman et al. 2016), which describes an $n \times n$ grid with a number of ‘holes’. The goal of the agent is to walk from its initial
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Table 1: Average scalarized return (SR) and the number of measurements (M) after training, in the measuring value (left) and frozen lake (right) environments. Results are gathered over 5 repetitions, and present the average over the last 50 episodes.

Figure 7: Scalarize returns and the number of measurements in the measuring value environment, with \( p = 0.8 \) and varying measurement costs. Values are averages over 5 repetitions after convergence.

Figure 8: Empirical results on semi-slippery 4 × 4 frozen lake environment, gathered over 5 repetitions.

To test the scalability of algorithms using the act-then-measure-heuristic effects performance for varying amounts of non-determinism, we run tests on all three variants of the 4 × 4 frozen lake environment. Results are given in Table 1 (right). For both the deterministic and slippery variants, both versions of ATMQ perform about on par with both of its predecessors. For the former, it converges to an optimal non-measuring policy, and for the latter none of the algorithms get a significantly positive result. However, in the semi-slippery environment, both variants significantly outperform both ACNO-OTP and AMRL-Q, with the non-training variant performing slightly better. To visualize, training curves for our algorithm and AMRL-Q, with the non-training variant performing slightly better.

To test how the act-then-measure-heuristic effects performance for varying amounts of non-determinism, we run tests on all three variants of the 4 × 4 frozen lake environment. Results are given in Table 1 (right). For both the deterministic and slippery variants, both versions of ATMQ perform about on par with both of its predecessors. For the former, it converges to an optimal non-measuring policy, and for the latter none of the algorithms get a significantly positive result. However, in the semi-slippery environment, both variants significantly outperform both ACNO-OTP and AMRL-Q, with the non-training variant performing slightly better. To visualize, training curves for our algorithm and AMRL-Q in this environment are shown in Figure 8.

state to some goal state without landing on any hole spaces. The agent receives a reward \( r = 1 \) if it reaches the goal and \( r = 0 \) otherwise. The episode ends once the agent reaches the goal state or a hole tile. In our testing, we will use the pre-defined 4 × 4 and 8 × 8 map settings, as well as larger maps randomly generated, all with a measuring cost \( c = 0.05 \). The agent has action space \( A = \{ \text{left, down, right, up} \} \), but we consider three variations of their interpretation. Firstly, we use both the predefined deterministic and non-deterministic (or slippery) settings from the standard gym. In the deterministic case, the agent is always moved in the given direction, while in the slippery case it has an equal probability to move in the given or a perpendicular direction. We also implement and test a more predictable semi-slippery variant, where the agent always moves in the given direction, but has a 0.5 chance of moving two spaces instead of one.

Results
To test the measuring value metric, we run Dyna-ATMQ on the measuring value environment for a range of different measurement costs. The results can be found in Table 1 (left) and Figure 7. We notice that both Dyna-ATMQ variants, as well as ACNO-OTP, can find close-to-optimal measuring and non-measuring policies. However, as clearly seen in Figure 7 (bottom), all algorithms use non-measuring policies for costs where measuring would still be optimal. The Dyna-variant of ATMQ performs slightly better than both others, but the difference is minimal, especially in terms of rewards. In contrast, AMRL-Q always converges to a non-measuring policy, regardless of measurement cost.

To test how the act-then-measure-heuristic effects performance for varying amounts of non-determinism, we run tests on all three variants of the 4 × 4 frozen lake environment. Results are given in Table 1 (right). For both the deterministic and slippery variants, both versions of ATMQ perform about on par with both of its predecessors. For the former, it converges to an optimal non-measuring policy, and for the latter none of the algorithms get a significantly positive result. However, in the semi-slippery environment, both variants significantly outperform both ACNO-OTP and AMRL-Q, with the non-training variant performing slightly better. To visualize, training curves for our algorithm and AMRL-Q in this environment are shown in Figure 8.

To test the scalability of algorithms using the act-then-
Figure 9: Average scalarized return (after convergence) for semi-slippery frozen lake environment, for different sizes. Results for ATMQ and AMRL-Q averaged over 5 repetitions, for Dyna-ATMQ over 1.

measure-heuristic, we test the performance of Dyna-ATMQ on a number or larger semi-slippery frozen lake Environments. Results of both ATMQ variants and AMRL-Q are shown in Figure 9. Although the performance of both variants drops quickly with the size of the environment, they are able to achieve above-zero returns for far bigger environments than AMRL-Q. The Dyna-variant performs better for larger environments, even after convergence.

Discussion

Based on our results, we make the following claims:

Measuring value is a suitable metric. In Table 1(right), we notice Dyna-ATMQ converges to a non-measuring policy in the deterministic environments, as expected. For stochastic environments, we note it makes more measurements than our baselines but gets better or equal returns. This suggests it correctly identifies when taking measurements is valuable. We notice suboptimal measuring behavior only when the difference in return between measuring and non-measuring is small, but note that this could be caused by slight errors in our Q-table.

Dyna-ATMQ performs well in small environments. In both the measuring value and small frozen lake environments, we find Dyna-ATMQ performs better than the bound given by Theorem 1. Moreover, it outperforms or equals all baseline algorithms while staying computationally tractable.

Dyna-ATMQ is more scalable than current methods. Dyna-ATMQ stays computationally tractable for larger environments than ACNO-OTP, while yielding higher returns than AMRL-Q. More generally, we note that our current implementation of the ATM-heuristic approximates the Q-values of states in a way that is known to lead to errors for highly uncertain settings (Littman, Cassandra, and Kaelbling 1995). This suggests a more sophisticated algorithm using the ATM heuristic could improve scalability.

Related Work

For the tabular ACNO-MDP setting, three RL algorithms already exist: the AMRL-Q (Bellinger et al. 2021), and the observe before planning and the ACNO-POMCP algorithms (Nam, Fleming, and Brunskill 2021). The latter is shown to perform worse than observe before planning so is not considered in this paper, the other two are analysed in detail in this paper and used as baselines in our experiments.

Another closely related work is that of Doshi-Velez, Pineau, and Roy (2012). They introduce a framework in which agents explore a POMDP, but have the additional option to make ‘action queries’ to an oracle. The method used is comparable to ours and their concept of Bayesian Risk resembles the concept of measuring value introduced here. However, since their method relies on action queries instead of measurements, results cannot easily be compared.

We also note some related papers which explore active measure learning in different contexts. Yin et al. (2020) propose a method for AMRL which relies on a pre-trained neural network to infer missing information. Ghasemi and Topcu (2019) propose a method to choose near-optimal measurements on a limited budget per step, which can be used to improve pre-computed ‘standard’ POMDP policies. Bernardino et al. (2022) investigate diagnosing patients using an MDP approach, in which the action themselves correspond to taking measurements. Mate et al. (2020) consider a restless multi-armed bandit setting where executing an action also resolves uncertainty for the chosen arms. Lastly, Araya-López et al. (2011) study how to approximate an MDP without a reward function.

Conclusion

In this paper, we proposed the act-then-measure heuristic for ACNO-MDPs and proved that the lost return for following it is bounded. We then proposed measuring value as a metric for the value of measuring in ACNO-MDPs. We describe Dyna-ATMQ as an RL algorithm following the ATM heuristic, and show empirically it outperforms prior RL methods for ACNO-MDPs in the tested environments.

Future work could focus on improving the performance of Dyna-ATMQ, for example, by implementing more sophisticated action choices and Q-updates, or by taking epistemic uncertainty more into account for exploration. To improve scalability, an interesting line of research is to adapt an already existing method to use the ATM-heuristic. Model-based methods, such as MBPO (Janner et al. 2019), are most suitable for such adaptations. Another possible direction is to investigate the ATM-heuristic in the more general active measure POMDP setting, in which we lose the assumption of complete and noiseless measurements. Lastly, our approach could be considered in different multobjective settings, such as one where the preference function for reward and measurement cost is not known a-priori (Marler and Arora 2004), or where the measuring cost is used as a constraint (Ghasemi and Topcu 2019).
Acknowledgments
This research has been partially funded by NWO grant NWA.1160.18.238 (PrimaVera) and the ERC Starting Grant 101077178 (DEUCE).

References


