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Abstract
Central to efficient ride-pooling are two challenges: (1) how to ‘price’ customers’ requests for rides, and (2) if the customer agrees to that price, how to best ‘match’ these requests to drivers. While both of them are interdependent, each challenge’s individual complexity has meant that, historically, they have been decoupled and studied individually.

This paper creates a framework for batched pricing and matching in which pricing is seen as a meta-level optimization over different possible matching decisions. Our key contributions are in developing a variant of the revenue-maximizing auction corresponding to the meta-level optimization problem, and then providing a scalable mechanism for computing posted prices. We test our algorithm on real-world data at city-scale and show that our algorithm reliably matches demand to supply across a range of parameters.

1 Introduction
On-demand Ride-pooling allows the ride-pool operator (e.g. Uber) to serve more customers with the same number of vehicles and, hence can increase the earnings for drivers while decreasing the costs for riders. Because of these benefits, ride-pooling services have become increasingly popular in recent years, with more than 20% of all Uber trips coming from their UberPool offering (Heath 2016).

Central to the efficiency of ride-pooling are two sets of choices that an operator has to make – (1) Pricing: When a customer requests a ride, what price should be quoted?, and (2) Matching: If the customer accepts the quoted price, to what vehicle should they be matched? These choices can be thought of as ‘levers’ that the operator can use to maximise their revenue (or some other metric) subject to constraints on the quality of service (e.g. customer ‘wait time’ for) and reliability of service (e.g., the ratio of the number of requests for which customers have accepted the quoted price to the number of customers that are actually served).

It is important to note here that these two problems are interdependent – the price that is quoted influences who accepts the quote and, as a result, which people can be matched. Given this dependence, it is vital that these two metaphorical levers be adjusted together to create the optimal outcome. However, the individual matching or pricing problems are hard to solve even independently¹, and the need for joint optimization makes the problem more challenging. Therefore, even though the importance of doing both pricing and matching together has been acknowledged (Özkan 2020), most existing work focuses on optimizing along only one dimension (Banerjee et al. (2015), Bimpikis et al. (2019), Lowalekar et al. (2019), Shah et al. (2020)).

Existing research on jointly optimizing pricing and matching decisions is either not scalable (Chen et al. 2019b) or rely on an unrealistic assumption of knowing all the (current and future) customer requests in advance (Ma, Fang, and Parkes 2019) for taxi-on-demand (vehicles having unit-capacity) problem. In this paper, we consider the challenging problem of jointly optimizing the pricing and matching decisions for multi-capacity vehicles in a scalable manner without making any unrealistic assumptions.

Contributions:
1. A novel framework for joint pricing and matching for city-scale ride-pooling by considering pricing as a meta-level optimization over matching decisions. (Sec 2).
2. A variant of the revenue maximizing auction (Myerson 1981) to represent the meta-level optimization problem (Sec 4.1) for pricing.
3. A principled and scalable algorithm for computing posted prices using the revenue maximizing auction (Sec 4.2).
4. An open-source simulator for joint pricing and matching based on real-world data (Sec 5.1).
5. Demonstration of the algorithm efficacy on the above simulator using real-world data from New York Yellow Taxi (Sec 5.3). Our proposed approach not only provides high revenue for ride-pooling companies, it also increases customer satisfaction by finding prices such that nearly all the accepted requests can be matched to available vehicles.
6. An analysis to show that there is significant scope for additional gains from algorithmic improvement (Sec 6).

2 Problem Description
We are given a set of vehicles $V$, each of which can potentially serve multiple customers simultaneously (e.g., UberPool). In parallel, the operator receives a stream of requests

¹Matching is challenging as vehicles have to be matched to groups of requests. Pricing is challenging as revenue maximization is constrained by requests and price consciousness of customers.
from customers which are batched together over a fixed interval (e.g., 60 seconds) and the resultant set of requests is given by $R$. Given this set of vehicles and requests, the consequent sequence of events is described in Figure 1. The central challenge of pricing is to price such that an objective (e.g., revenue) is maximised (in expectation) in the consequent matching. We first introduce relevant symbols and then formally define the ‘matching’ and ‘pricing’ problems.

### 2.1 Relevant Symbols

- **$R$** The set of customers’ requests for rides.
- **$V$** The set of vehicles that can serve these requests.
- **$\mu$** The set of prices quoted by the operator for the requests in $R$. The price for a request $r \in R$ is denoted by $\mu_r$.
- **$p$** The price-sensitivity function maps the set of prices $\mu$ to the probability of acceptance $p(\mu)$. It is assumed to be known apriori. For a given request $r \in R$, $p_r(\mu_r)$ is the probability of acceptance of the customer at the price $\mu_r$.
- **$R_\mu$** The set of requests for which the customers accepted the prices quoted by the operator.
- **$t$** A set of requests collectively known as a ‘trip’. This is the fundamental unit of matching and is described in more detail in Sec 2.2. The set of all possible trips is denoted by $T$, the subset of trips that contain the request $r$ is given by $T_r$, the subset of requests that correspond to a trip $t$ is given by $R_t$, the set of vehicles that can serve trip $t$ is given by $V_t$ and the subset of prices for the requests in $t$ is given by $\mu_t$.
- **$X$** A set of indicator variables that denotes a matching solution. $x_v^t \in X$ denotes whether or not the trip $t$ has been assigned to the vehicle $v$.
- **$C$** A function that maps the set of accepted requests $R_\mu$ to the set of feasible matchings, determined by the constraints on the matching requests to vehicles.
- **$O$** The objective to be maximised for the matching. It is defined as the sum over the individual values of the objective $o_v^t$ for each trip $t$ assigned to vehicle $v$ in the final matching (see Sec 2.2). Each $o_v^t$ value is, in turn, dependent on the prices of each of the requests $r \in t$.

### 2.2 Matching

**Input:** The set of vehicles $V$, the set of requests for which the customers accepted the prices $R_\mu$, the set of prices $\mu$, the function $C$ that generates feasible matchings based on the constraints, and the objective function $O$.

**Matching in a Tripartite Graph:** The aim of matching is to create a mapping from $R_\mu \rightarrow V$ such that the objective $O$ is maximised subject to some constraints on matchings. This problem can be seen as a ‘maximum weight bipartite matching’ in the unshared case but, bipartite matching doesn’t capture the structure of the matching problem when multiple requests can be matched to a single vehicle. For example, consider the two requests $A$ and $C$ in Figure 1. While Vehicle 1 can serve the two requests individually, it cannot serve them together as it would lead to an unacceptable amount of detour; these kinds of combinatorial constraints cannot be captured in a bipartite graph. The way to solve this problem is to create an intermediate representation called a ‘trip’ which is a combination of requests (Alonso-Mora et al. 2017). Then, requests are mapped to vehicles via trips such that both vehicles and requests can be assigned at most one trip. Each trip and vehicle mapping has an associated weight of $o_v^t$, and the solution to the matching problem can be seen as a maximum weight matching in this resulting tripartite graph – (5) in Figure 1. We write this optimization using the equation:

$$X^* = \arg \max_{X \in \mathcal{C}(R_\mu)} \sum_{x_v^t \in X} x_v^t \cdot o_v^t(\mu)$$

(1)

**Solution Method:** The matching is performed by solving an Integer Linear Program given below. While there is a combinatorially large number of trips in the worst case, Alonso-Mora et al. (2017) suggests an approximation method for generating feasible trips that works well in practice.

$$\max \sum_{x_v^t \in T} x_v^t$$

s.t. $$\sum_{v \in V} x_v^t = 1 \quad \forall t \in T$$

$$\sum_{t \in T_r} \sum_{v \in V_t} x_v^t \leq 1 \quad \forall r \in R$$

Figure 1: Schematic with Example. We begin in (1) with two vehicles that comprise $V$ (in orange), each of which has existing customers that they must drop off at the positions marked by the orange dots. We also have four requests that comprise $R$ (in blue), each of which has an origin and a destination. Then, in (2), the operator has to quote prices $\mu$ for each of the requests. Assume that Vehicle 1 has capacity of 2 and, as a result, cannot serve requests A, B, and D. Consequently, the operator raises the prices such that only two out of the three accept, in expectation. In (3), the prices are shown to customers who decide whether to proceed at these prices. Finally, in (4), the operator matches the requests $R_\mu$ of the customers who have accepted the prices to vehicles such that the utility to the operator is maximised. The revenue maximizing matching is shown in (5).
Matching Objective: In our formulation, we abstract away the objective in terms of \( o_v^t(\mu_t) \), but concretely it represents the system-level objective that the operator wants to maximise. This could be an obvious goal like profit, revenue, or the number of trips served, but may also be a way to incorporate future information (Shah, Lowalekar, and Varakantham 2020) or even fairness metrics (Lesmana, Zhang, and Bei 2019). All these objectives can be modelled as a linear function of the revenue of the trip\(^3\):

- **Profit:** \( o_v^t(\mu_t) = \left[ \sum_{r \in R_t} \mu_r \right] - \text{cost}_v^t \), where \( \text{cost}_v^t \) is a constant denotes the marginal increase in cost incurred by serving a trip \( t \) with vehicle \( v \).

- **Number of requests:** \( o_v^t(\mu_t) = 0 \cdot \left[ \sum_{r \in R_t} \mu_r \right] + |R_t| \), where you ignore the revenue entirely.

- **NeurADP (Shah, Lowalekar, and Varakantham 2020):** \( o_v^t(\mu_t) = \left[ \sum_{r \in R_t} \mu_r \right] + \gamma \cdot \mathcal{V}_v^t \), where the second term \( \gamma \cdot \mathcal{V}_v^t \) is a learned constant. While we look at determining the optimal pricing and matching for a given batching interval in this paper, NeurADP attempts to match riders to drivers such that it is optimal across multiple batching intervals. Their solution takes the form of adding a ‘future value’ \( \gamma \cdot \mathcal{V}_v^t \) to the matching objective in every batching interval and fits neatly into our generalisation.

- **Historical Earnings (Lesmana, Zhang, and Bei 2019):** \( o_v^t(\mu_t) = \left[ \sum_{r \in R_t} \mu_r \right] + \text{hist}_v^t \), where the second term is a constant that denotes the historical earnings for a given driver. In the paper, they even out driver earnings by adding the driver’s historical earnings to the objective.

As a result, we focus on maximising a set of general objectives that can be written as a linear function of a trip’s revenue. This is concretely given by the following equation, where \( \alpha_v^t \) and \( \beta_v^t \) are constants:

\[
o_v^t(\mu_t) = \alpha_v^t \sum_{r \in R_t} \mu_r + \beta_v^t
\]

The overall objective is combinatorial in the requests \( r \in R_t \), because each \( o_v^t \) component depends on the source and destination of all the requests in trip \( t \subset R_t \), as well as the existing trajectory of vehicle \( v \).

### 2.3 Pricing

**Input:** The set of vehicles \( V \), the set of requests \( R \), the price-sensitivity function \( p \), a function that generates the set of feasible matchings based on constraint in \( C \), and the objective

\[ O \]. We assume that the price-sensitivity function \( p \) is known apriori. This is a reasonable assumption given the amount of data available with ride-pool operators (Korolko et al. 2018).

**Objective:** The aim of pricing is to ensure that the matching it induces maximises the objective in expectation. In this sense, pricing can be seen as a meta-level optimization over matching. Concretely, it can be written as:

\[
\mu^* = \arg \max_{\mu} \mathbb{E}_{R_t \sim p(\mu)} \left[ \max_{X \in C(R_t)} \sum_{x \in X} x_v^t \cdot o_v^t(\mu_t) \right]
\]

**Challenges:** This formulation adds an additional layer of complexity over an already complex matching problem. In fact, even calculating the expected value of a fixed set of prices \( \mu \) naively is exponential in the number of requests because it requires considering all the different possible combinations of people accepting or rejecting the prices. In Sec 4.2, we propose a nice way to (indirectly) solve this problem by showing a connection between this formulation of pricing and the literature in mechanism design.

### 3 Related Work

The existing work for optimizing ridesharing systems can be categorized based on different dimensions, as shown in Table 1. These dimensions include how the pricing and matching decisions are made, the capacity of the vehicles considered, sequential (one by one) or batched (considering all active requests together) processing of requests and the amount of future information available to the algorithm.

As seen in the table, most of the existing work for ridesharing systems has studied the decision-making in isolation, i.e., they either perform optimized matching by assuming a heuristic or fixed pricing (Ma, Zheng, and Wolfson 2013; Zheng, Chen, and Ye 2018), or focus on pricing decisions and ignore the optimization for matching (Banerjee, Riquelme, and Johari 2015; Bimpikis, Candogan, and Saban 2019). Most existing work also considers a sequential processing of requests, for at least one of the decision-making components. The sequential solution is faster to compute but is typically of poorer quality than the batched solution, given that it has less information with which to make a decision (Uber 2018).

Banerjee et al. (2015; 2016) provide a threshold-based pricing mechanism where the platform raises the price whenever the available vehicles in the region fall below a
threshold. Their focus is on studying the theoretical properties of such threshold-based policies. Bimpikis, Candogan, and Saban (2019) provide a spatial pricing scheme for ridesharing markets where they set a price for each region. As opposed to our work, these works do not focus on optimizing matching decisions, and heuristically match the customer with unit-capacity vehicles available in the region. While these region-based simplifications may work well in the unit-capacity case, they cannot be approximated in the same way in the multi-capacity case.

Ozkan (2020) theoretically prove that optimizing only along one dimension is not optimal in general and joint pricing and matching optimization can significantly increase performance. Unlike this paper, they do not provide an explicit algorithm, but rather focus on deriving conditions in which individually optimizing pricing or matching can help.

There has been some research on providing algorithms for jointly optimizing pricing and matching decisions for these systems. Ma, Fang, and Parkes (2019) provide a spatio-temporal pricing mechanism which provides competitive equilibrium prices and can achieve a higher revenue than a myopic pricing scheme. They make an unrealistic assumption that all the information about future requests is exactly known. On the other hand, the only assumption made about requests in this paper is that we know the price-sensitivity of the customers making the request.

Chen et al. (2019a) provide a learning framework for jointly optimizing pricing and matching decisions. They use a contextual bandit algorithm for pricing each request separately and use temporal difference learning to optimize matching decisions for unit capacity vehicles. However, as Figure 1 shows, pricing in the multi-capacity setting requires considering not only how compatible different requests are with each other, but also how compatible they are to the trajectory of the vehicle they’re being assigned to. In contrast, this paper prices all the requests in a batch jointly.

Chen et al. (2019b) model the problem as a Markov Decision Process (MDP) with the vehicle distributions on each node as states, the price and dispatch along each edge as actions, and the revenue as the immediate reward. But the formulation does not scale to a large number of locations and time intervals, which makes it unsuitable for use in the real-world ridesharing systems that are the focus of this paper.

4 Approach to Pricing

In this section, we detail our overall approach to pricing in our proposed framework. In Sec 4.1, we relate Equation 3 to auctions and present an auction formulation for rides-pooling. In Sec 4.2, we use the resulting auction to (indirectly) solve the concrete pricing problem posed by Equation 3.

4.1 Ride-Pooling as an Auction

An auction typically consists of a seller, a set of buyers, a set of items to be sold, and an objective that needs to be maximised. In ride-pooling, the buyers are the customers who want rides, and the seller is the ride-pool operator. Motivated by real-world ride-pool offerings, in which customers have no control over the other customers or driver they’re matched to, we consider that a single item is being sold – the ‘service of being transported from source to destination’. This assumption makes ours a ‘single-parameter’ auction, in the language of mechanism design. Finally, the objective that we want to maximise here is the seller’s utility – a combinatorial function of the revenue, as described in Equation 2. Given that we’re maximising the seller’s utility here, we dub this the Utility-Maximising Auction.

An auction is then characterised by two rules: (1) Allocation Rule – given a set of sealed bids b from the customers, who gets the item?, and (2) Payment Rule – how much do the winners pay for the item. Then, to define the ride-pooling auction, we must come up with both sets of rules. In this paper, we limit our search for the ‘right’ auction to the space of Dominant Strategy Incentive Compatible (DSIC) auctions without any loss of generality (Gibbard 1973). DSIC auctions are those in which the buyers are incentivised to bid their true values, i.e., the set of bids b is equal to the set of ‘intrinsic values’ ν that we discuss a below.

p and Intrinsic Values: The insight that allows us to connect ride-pooling to auctions is that price-sensitivity function pr is decreasing in the price μr and hence can be interpreted in terms of the ‘intrinsic value’ νr that a customer has for a ride. In an auction, a buyer has a fixed intrinsic value for a given item, and they buy the item if and only if the price at which the item is being offered is lower than this value. While this exact value is unknown to the seller, the seller knows the distribution fr from which νr is drawn. As a result, the probability of a buyer accepting a request at some price μr is equal to the probability that the buyer’s intrinsic value is higher than μr. This can be written down in terms of the CDF Fr of the intrinsic value distribution as follows:

\[ p_r(\nu_r) = 1 - F_r(\nu_r) \]  

Auction Objective: While there are similarities between an auction and the pricing problem in Equation 3, there is one big difference – the intrinsic values are provided as input to the auction (in the form of sealed bids). In contrast, in our pricing problem, it is assumed that this information is not available. Because the auction has additional information in terms of the ‘sealed bids’, the utility generated by the auction is an upper-bound on the value of Equation 3. Given oracle access to the intrinsic values, the joint pricing and matching problem reduces to just the matching problem. Then, the aim would be to maximise the matching objective for the case in which the price for each customer is substituted by the ‘payment’ from the ‘payment rule’ (μr(ν)) of the auction. Formally, we are trying to maximise:

\[ \mathbb{E}_\nu \left[ \max_{X \in \mathcal{C}} \sum_{t \in X} x_t \cdot \left( \alpha_v \sum_{r \in R} \mu_r(\nu) + \beta_v \right) \right] \]  

Allocation Rule: We want to come up with an allocation rule that will maximise the expression in Equation 5. However, it’s not clear from this equation how to perform the maximisation because the payment μr(ν) is a black box. To solve this, we improve on the result from Myerson (1981) that relates the allocation rule described in Equation 5 and the payment rule that determines μr(ν) in single-parameter auctions. The result is summarised below.

\[ \text{Utility-Maximising Auction} \]
Proposition 1 (Utility Maximising Auction) We can maximise the expression in Eq 5 by allocating according to:

$$\max_{x \in X} \sum_{x^t \in X} x^t \cdot (\alpha^0 \cdot \sum_{r \in R^t} \varphi_r(\nu_r) + \beta^t)$$

(6)

where $\varphi_r(\nu_r) = \nu_r - \frac{1 - F_r(\nu_r)}{F_r(\nu_r)}$ denotes the ‘virtual value’ for a request.

Proof Sketch. The eight step proof\footnote{Detailed in appendix at https://tinyurl.com/52y8446c} for utility maximization builds on the proof for revenue maximization from Myerson (1981), which shows that that maximizing expected revenue is equal to maximizing virtual welfare. The major difference is in the form of the final expression. While revenue maximising auctions aim to maximise $E\nu_r(\sum_{r \in R} h_r(\nu))$ that only includes pricing variables, we have a complicated expression (Equation 5) that includes matching/allocation variables in addition to pricing variables. The main trick is in simplifying the utility maximization expression (in step 3 of the proof in supplementary) using the following property of the matching algorithm:

For a fixed set of intrinsic values for the other buyers $\nu_{-r}$, and all possible intrinsic values $\nu_r \in [0, \nu_{max}]$ of buyer $r$, the buyer is assigned to a maximum of one trip-vehicle combination (represented by the indicator variable $x^t$).

$$\mathbb{E}_{\nu_r \sim F_r} \left[ \sum_{x^t \in X} x^t \cdot (\alpha^0 \cdot \mu_r(\nu)) \right]$$

$$= \int_0^{\nu_{max}} \mu_r(\nu) \sum_{x^t \in X} x^t \cdot (\alpha^0 \cdot f_r(\nu)) d\nu$$

$$= \int_0^{\nu_{max}} \left[ \int_0^{\nu_r} z \cdot \sum_{x^t \in X} x^t \cdot (\alpha^0 \cdot f_r(\nu)) d\nu \right] dz$$

$$\cdot \int_0^{\nu_{max}} \left[ \sum_{x^t \in X} x^t \cdot (\alpha^0 \cdot f_r(\nu)) d\nu \right]$$

(7)

We then use allocation rule from Eq 6 in the next section to solve Eq 3. Note here that the resultant allocation rule is identical to the matching problem from Equation 2 with the prices $\mu_r$ swapped for the virtual values $\varphi_r$. As a result, to determine the winners of the auction, we run our matching algorithm with the prices substituted by the virtual values.

4.2 Generating Posted Prices for Ride-Pooling

While auctions do a better job of maximising the utility, they also suffer from serious usability issues – eliciting exact values from customers is often difficult, the description of the auction can be complex, and the results of the auctions are often not interpretable because items may sometimes be awarded to buyers with lower bids than alternate candidates. Additionally, none of the major ride-pooling operators use this mechanism. So, in this section, we describe an algorithm for (indirectly) solving the pricing problem posed in Equation 3.

Specifically, we use Algorithm 1 that has been previously described in Chawla et al. (2010). Given that the auction upper bounds the revenue of the posted price mechanism, this algorithm attempts to match the behaviour of the auction. It does this in 2 steps – first, it estimates the probability with which a request $r$ is assigned a vehicle in the auction. Next, it charges a price such that the request in the posted price case will be accepted with the same probability as in the auction.

The intuition here is that, given that the probability of being allocated a ride is correlated with the customer’s intrinsic value, the auction helps determine the threshold value above which it makes sense to assign a vehicle to them. Suppose an item is assigned to a given request $r$ with probability $prob_r$, then we can determine that their intrinsic valuation $\nu_r \geq F_r^{-1}(1 - prob_r)$ in a $prob_r$ fraction of the cases (where $F_r^{-1}$ is the inverse-CDF of the intrinsic values associated with request $r$). The algorithm then charges them a price equal to that threshold valuation.

Theoretical Guarantees: This algorithm is motivated strongly by the fact that it lends itself well to theoretical analysis. Chawla et al. (2010) show that for a revenue-maximising objective, in the unshared case (UberX-type rides), the algorithm achieves at least a third of the revenue of the auction in the worst-case. However, while the algorithm has desirable worst-case guarantees, it is sub-optimal even in simple settings as we show in Sec 6. This suggests that there is great scope for improvement in this area.

Additional Heuristic: In Line 10 of Algorithm 1, we ‘smooth’ the probability by clipping it to range between $[\text{MIN}_\text{PROB}, \text{MAX}_\text{PROB}]$. Given a direct relationship between probability and price, this is equivalent to setting a minimum and maximum price for every request. We do this for 2 reasons – (1) to mitigate the error from sampling, and (2) to ensure that the price is in an acceptable range.

5 Experiments

In this section, we empirically quantify the effectiveness of our approach.

5.1 Simulator

We build on the basic matching simulator provided in Shah, Lowalekar, and Varakantham (2020), which is based on the New York Yellow Taxi dataset (NYYellowTaxi 2016) with...
over 300,000 requests on a week day. We then use a model of price sensitivity learned on Uber data that can be found in Korolko et al. (2018). Here, the probability of acceptance is a function of a multiplicative surge on top of the base price.

\[
p_r(\mu_r) = \frac{1}{1 + e^{-\frac{\mu_r - 0.69}{0.96}}} \tag{8}
\]

Here \(BP_r\) corresponds to the base price for a given request \(r\). We then combine this with the cost structure of UberX in Manhattan to obtain the final price-sensitivity function.

### 5.2 Experiment Set-Up

**Matching Algorithm:** In the experiments, we maximise the revenue subject to constraints: (a) Maximum Delay – the time taken by a pooled ride should not exceed the time taken by an unshared ride by more than 10 minute; (b) Maximum Wait Time – it should not take more than 5 minutes for a vehicle to reach a customer; and (c) Capacity – A vehicle can’t have more customers in it than its maximum occupancy.

**Baselines:** We compare against 3 pricing baselines: (1) No Surge: We employ ‘monopoly price’ for a given price-sensitivity function \(p\). For a single seller, it never makes sense to offer an item at a price lower than this; (2) Fixed Surge: We run the ‘No Surge’ baseline for the given run and find the ratio of incoming requests to served requests. Given this, and the price-sensitivity function, we find the price at which the number of accepted requests would equal the number of served requests and charge this surge for the entire run; and (3) Dynamic Surge: We update the surge at a given timestep based on the ratio of the number of served to accepted requests. If this number is lower than a fixed threshold (0.9), we increase the surge by a constant value otherwise we decrease it by that value.

Our approach (Algorithm 1) is referred to as **Myerson**. The matching algorithm is the same for all approaches.

**Controlling Variance:** The main source of variance in our experiments is whether or not customers accept the requests. To address this, we set the random seed value such that the intrinsic values of customers is the same across different pricing strategies. To make sure that this didn’t induce a bias in the results, we repeated the experiments for different sets of seed values and found a standard deviation of less than 0.5% in the total revenue.

**Price-Sensitivity Function:** We find that the surge values produced while using the price-sensitivity function from Sec 5.1 (referred to as ‘Uber’) are quite high. To make customers more sensitive to changes in the price, we propose two variants of this function by scaling the coefficient of \(p\) and the constant term in Equation 8 both by a factor of 10 (‘Price Conscious’) and 100 (‘Very Price Conscious’) which makes the transition from ‘accept’ to ‘not accept’ more steep.

**Computation:** We run the experiments on a ‘g4dn.2xlarge’ AWS instance that has a 2\(^{nd}\) Generation Intel Xeon Scalable (Cascade Lake) processor, 64GB memory and 256GB SSD drive. To simulate real settings, all experiments take less than 60 seconds for a 60-second decision interval.

### 5.3 Results

In this section, we compare the performance of our approach with the baseline algorithms along different dimensions. All the experiments are run on multiple time slots: morning peak hour from 8:00 AM - 9:00 AM, low demand in afternoon from 2:00 PM - 3:00 PM, before peak hour from 4:00 PM - 5:00 PM and evening peak hour from 6:00 PM - 7:00 PM. The results are averaged over 5 runs and were repeated over multiple weekdays. The results are similar and we show results from evening peak hours here and the rest 3 time slots provided in the appendix. Unless otherwise mentioned, we consider the ‘default’ setting of 1500 vehicles with capacity 2 and the ‘Price Conscious’ price-sensitivity function.

**Impact on Revenue:** We first compare the revenue obtained in each timestep. We normalize the revenue with respect to the revenue obtained by the ‘No Surge’ baseline at each timestep. From Figure 2, we see that ‘Myerson’ obtains a better revenue than the ‘No Surge’ baseline in most of the timesteps. In addition, ‘Dynamic Surge’, which modifies the price charged based on past request patterns, has the largest fluctuations. Overall, ‘Myerson’ obtains a 2.28% improvement in revenue over the ‘No Surge’ baseline, while the other baseline has a lower revenue than ‘No Surge’. This may not seem significant at first glance but we’d like to highlight here that a 2% increase in revenue with no associated increase in cost is huge for a multi-billion dollar industry.

**Impact on Reliability:** While it is important to optimize the revenue, it is also important to provide a reliability to customers. We define reliability as the probability of being assigned a ride conditioned on the customer accepting the request.

![Figure 2: Time vs Revenue for different price sensitivities (Uber and Price Conscious)](image-url)
The ineffectiveness of surge baselines here highlight that there is more to effective pricing in ride-pooling than just accounting for temporal variation in demand. Considering the matching component allows ‘Myerson’ to set a price such that most of the accepted customers can be matched. These results highlight the importance of jointly optimizing pricing and matching in ride-pooling.

Ablation Studies: Finally, we check the robustness of our results by varying different parameters. We vary each parameter while keeping the others same as in our ‘default’ setting. As shown in Table 2. ‘Myerson’ earns similar or better revenue than baselines. For a higher capacity (4) and a higher number of vehicles (2000), the gain obtained by our algorithm reduces. When there are enough vehicles available, there is no advantage to increasing the price and reducing the chances of a customer accepting the requests. Therefore, the prices obtained will be close to the no surge case.

6 Analysis of Our Posted-Pricing Approach
While we show that our approach performs well empirically, in this section we analyse its performance from a theoretical perspective. For this, we compare the performance of our approach to strong baselines in a simple setting.

Setting: We look at the case where $n$ identical customers are available to be matched with a single unit-capacity vehicle. We additionally assume that the customers intrinsic values are drawn independently from the uniform distribution between $[0, 1]$. As in the Experiments, we consider a revenue-maximising objective and compare the revenue that different methods have in this simple setting.

Optimal Posted Price (Sandholm and Gilpin 2003): The recurrence relation for revenue, $\rho_i$ (when all customers, $1 \leq k \leq i - 1$ declined quoted price, $\mu_k$) is:

$$\rho_i = (1 - \mu_i) \cdot \mu_i + \mu_i \cdot \rho_{i+1}$$

where the overall revenue $\rho = \rho_1$, and the base case is $\rho_n = (1 - \mu_n) \cdot \mu_n$. To find the optimal posted prices, we can differentiate $\rho_i$ w.r.t. $\mu_i$ and equate to 0 at every point of the recurrence, working backwards from the $\rho_n$ to $\rho_1$.

Optimal (Non-Discriminatory) Posted Price: The method above assigns different prices to identical customers – for e.g., to customers with the same origin and destination locations. We provide a method that sets same price $\mu$ for all $n$ customers and the resultant revenue $\rho$ for this algorithm is:

$$\rho = (1 - \mu^n) \cdot \mu$$

Differentiating and equating to 0 yields $\mu^*$ and $\rho^*$:

$$\mu^* = (n + 1)^{-\frac{1}{n}}; \quad \rho^* = \frac{n}{(n + 1)^\frac{n-1}{n}}$$

Details are present in appendix.
Optimal Auction: The optimal revenue-maximising auction is Myerson’s Auction (Myerson 1981). While it is possible to calculate the expected revenue of this auction in closed form for small \( n \), calculating it in the general case is challenging. Instead, we calculate bounds on the value of the expected revenue – (a) It is lower-bounded by the revenue of a second-price auction with no reserve price, and (b) It is upper-bounded by the revenue of a second-price auction with \( n + 1 \) bidders and no reserve price (Bulow and Klemperer 1994). Here, the expected revenue of a second-price auction with \( k \) bidders is the second-order statistic of the \( k \) intrinsic values. In our setting:

\[
\rho = \frac{k - 1}{k + 1}
\]

Our Algorithm: To calculate the posted price generated by our algorithm, we first calculate the fraction of samples in which none of the customers are assigned a vehicle.

For a reserve price of \( \frac{1}{n} \) and \( n \) customers, this corresponds to a probability of \( \frac{1}{n} \). In all other cases, one of the customers is assigned a vehicle. As all the customers are identical, by symmetry, they have an equal chance of being assigned the vehicle. Then, the price \( \mu \) for a customer is given by:

\[
\mu = F^{-1}(1 - \frac{1 - \frac{1}{n}}{n}) = \frac{n - 1}{n} + \frac{1}{n \cdot 2^n}
\]  

(11)

We can plug \( \mu \) into Equation 10:

\[
\rho = (1 - (n - 1) + \frac{1}{n \cdot 2^n}) \cdot (n - 1) + \frac{1}{n \cdot 2^n}
\]  

(12)

Compute the expected revenue as \( n \to \infty \):

\[
\lim_{n \to \infty} \rho = \lim_{n \to \infty} \left( \frac{n - 1}{n} + \frac{1}{n \cdot 2^n} \right) - \left( \frac{n - 1}{n} + \frac{1}{n \cdot 2^n} \right)_{n+1}^{1 \text{~form}}
\]  

\[
= 1 - e^{\lim_{n \to \infty} \left( \frac{n - 1}{n} + \frac{1}{n \cdot 2^n} \right)_{n+1}(n+1)}
\]  

\[
= 1 - e^{-1} \approx 0.632
\]

So, even if there are an infinite number of customers, our algorithm doesn’t converge to an expected revenue of 1.

Results: We collate the revenue results for different methods in the ‘Revenue’ rows in Table 3. The analysis clearly shows that, even in this simple setting, our algorithm does not provide the same revenue as the optimal posted price. In addition, the gap between our algorithm grows with \( n \) and even converges to a sub-optimal solution as \( n \to \infty \). The reason for this seems to be that our algorithm prices too aggressively ('Pricing' rows in Table 3). Note that this analysis generalises easily to the multi-capacity case, but we describe the simplest setting here to highlight the significant scope for improvement in this problem.

From a practical point of view, this setting can be thought of as a surge scenario in which there’s \( n \) times as many customers as drivers. In this context, \( n = 5 \) is a realistic possibility, and the nearly 10% difference between the revenue obtained by our algorithm and the optimal posted price promises significant impact if algorithm is improved.

7 Future Work

 Incorporation of Future Information: Pricing has minimal impact on revenue if customers are sensitive to price fluctuations because there isn’t much leeway to increase the prices. When the price-sensitivity is low, we find that one can significantly improve the revenue by pricing aggressively. In those cases, however, considering the pricing problem across multiple timesteps becomes essential and has been the focus of significant past work (Banerjee, Riquelme, and Johari 2015; Bimpikis, Candogan, and Saban 2019). In our framework, one way to mitigate the myopic decision-making is by incorporating the future value, as in Shah et al. (2020).

 Algorithms for Posted Pricing: As we highlight in Sec 6, there is an opportunity for algorithmic improvement in solving the matching-aware pricing problem. Empirically, it may be fruitful to begin at Eq 3, and make relaxations that perform well in practice. Theoretically, there hasn’t been any study of ‘posted pricing’ in the context of the tripartite graph matching problem present in ride-pooling. Also, most ‘posted pricing’ work in the literature considers a sequential model of pricing and matching customers. In our framework, however, the prices have to all be provided together, and the matching is done in a batch. While this means that prices cannot be adapted based on observations, it also means that it is possible to do better matching because of batching. Given that the techniques don’t transfer from the sequential to the batched case, this is a promising future direction.

8 Conclusion

In this paper, we have provided a novel auction based approach to jointly handle pricing (of customer requests) and matching (of vehicles to customer requests) in the extremely challenging on-demand ride-pooling problem. We demonstrate that our approach is not only scalable, but is also able to outperform existing approaches with respect to revenue and reliability. In addition, we provide a theoretical basis for the method employed and also an analysis on potential improvement feasible beyond our approach.
Ethics Statement

We highlight possible ethical implications of our algorithm: **Discriminatory Pricing:** Our framework determines the optimal surge price such that supply is matched to demand. It is possible to use personalised models of price-sensitivity to price customers differently. This concern is especially relevant as it is something that ride-pool operators have been accused of in the past (Mahdawi 2020).

In response, we want to reiterate that we do not do this. We have a fixed price-sensitivity function for all customers. As similar users have similar chances of winning the utility-maximising auction, they will be priced similarly in our proposed algorithm. This is important because it is possible to increase the revenue by pricing similar customers differently (Blumrosen and Holenstein 2008).

**Incorporating Fair Matching Algorithms:** On a more positive note, the same generality of our framework provides us to incorporate previous work on fair matching (Nanda et al. 2020; Lesmana, Zhang, and Bei 2019) that uses a combination of constraints and surrogate objectives to create more equitable outcomes.
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