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Abstract

Computing time-optimal shortest paths, in road networks, is one of the most popular applications of Artificial Intelligence. This problem is tricky to solve because road congestion affects travel times. The state-of-the-art in this area is an algorithm called Time-dependent Contraction Hierarchies (TCH). Although fast and optimal, TCH still suffers from two main drawbacks: (1) the usual query process uses bi-directional Dijkstra search to find the shortest path, which can be time-consuming; and (2) the TCH is constructed w.r.t. the entire time domain \( T \), which compiles the search process for queries \( q \) that start and finish in a smaller time period \( T_q \subseteq T \). In this work, we improve TCH by making use of time-independent heuristics, which speed up optimal search, and by computing TCHs for different subsets of the time domain, which further reduces the size of the search space. We give a full description of these methods and discuss their optimality-preserving characteristics. We report significant query time improvements against a baseline implementation of TCH.

Introduction

Recent years have seen substantial progress for computing shortest paths in static road network. Leading algorithms in this area, such as Contraction Hierarchies (CHs) (Dibbelt, Strasser, and Wagner 2016) and CH-based Compressed Path Databases (Shen et al. 2021), can solve a given query in just micro seconds. However static networks can only roughly approximate actual road conditions, since traffic congestion (among other issues) can affect travel times throughout the day. How to compute more accurate solutions in these settings has become an important topic, and is a necessary enabling technology for reliable route planning software (Delling et al. 2017), such as Bing Maps and Google Maps. One way to address this problem is to model the road network in a time-dependent way, where the cost of each edge is determined by a piecewise linear function that changes depending on the time of day. Because the time-dependent model can take into account expected traffic congestion, the computed shortest paths more closely approximate actual road conditions.

The state-of-art algorithm in this area is Time-dependent Contraction Hierarchies (Batz et al. 2013, 2009); a family of successful speed-up techniques that embeds the road network into a hierarchical graph. There are however two drawbacks: (i) TCH inherits the bi-directional Dijkstra search from static Contraction Hierarchies (Dibbelt, Strasser, and Wagner 2016). This approach does not rely on any lower-bounding heuristics for guidance, although such methods are known to improve performance. (ii) In time-dependent road networks, TCH is built by considering the entire time domain \( T \), in order to answer all queries \( q \in T \). However, each individual query only corresponds to a trip within a limited time period \( T_q \), such that \( T_q \subseteq T \). Embedding the travel time metric for the entire time domain \( T \) can increase the size of TCH search space, which again affects query performance.

In this work, we investigate how to improve the TCH algorithm. First, we adapt two admissible heuristic functions from the static network literature: landmarks (Goldberg and Harrelson 2005) and Path Databases (Bono et al. 2019). We show that both approaches can be easily integrated with TCH and both can substantially improve performance. Our second approach involves building a set of smaller TCHs, each of which focuses on a subset of the time domain. By choosing the appropriate TCH for each query \( q \in T \) we can retain the optimality guarantees of the original algorithm while substantially improving search performance.

We give a complete description of the new algorithms, and evaluate them on a range of road networks, including real-world as well as synthetic datasets. Results show substantial improvement over the baseline TCH method.

Preliminaries

Let \( G = (V, E, F, T) \) be a directed graph, with nodes \( V \), edges \( E \subseteq V \times V \) and \( f \in F \) maps each edge \( e \in E \) to a Travel Time Function (TTF) which returns the non-negative travel time \( f(e) \) needed to travel through the edge \( e \) for a given specific start time \( t \) in the time domain \( T \). Each directed edge \( e_{v_i, v_j} \in E \) with its corresponding TTF \( f_{v_i, v_j} \) represents the edge that connects node \( v_i \) to \( v_j \). In a road network, we naturally assume that the network \( G \) satisfies the FIFO property (i.e., \( f_{v_i, v_j}(t') + t' \geq f_{v_i, v_j}(t) + t \) for all \( e_{v_i, v_j} \in E \) and \( t' > t \)), that is departing later or waiting at an intermediate node cannot result in arriving earlier. Similar to many existing works (Batz et al. 2009, 2013), we model...
the TTF as a continuous piece-wise linear function with the time domain of 24 hours. Figure 1 shows an example of a time-dependent network. For exposition only, we assume the graph $G$ is undirected and only the edges that are highlighted in red have non-constant TTF with $T = [0, 180)$. Next, we explain some of the important operations of TTF.

**Evaluation** of $f(t) \in F$ normally requires a binary search over the sorted array of interpolate points, and runs in $O(\log(|f|))$ where $|f|$ denotes the number of interpolate points of $f$. However, we use the bucket-implementation (Batz et al. 2013), which evaluates $f(t)$ by scanning only the interpolate points inside the bucket corresponding to $t$.

**Chaining** computes the TTF of a path $e_{v_i,v_j} \rightarrow e_{v_j,v_k}$ as $f_{v_i,v_k}(t) = f_{v_i,v_j}(t) + f_{v_j,v_k}(t)$. We use $f_{v_i,v_k} = f_{v_i,v_j} \circ f_{v_j,v_k}$ to denote the chaining. Since concatenating two piece-wise linear functions can only result in a piece-wise linear function, the operation can be computed in linear time (i.e., $O(|f_{v_i,v_j}| + |f_{v_j,v_k}|)$). The resultant function $f_{v_i,v_k}$ has the number of interpolate points $|f_{v_i,v_k}| \leq |f_{v_i,v_j}| + |f_{v_j,v_k}|$ with the lower-bound $\min(f_{v_i,v_k}) \geq \min(f_{v_i,v_j}) + \min(f_{v_j,v_k})$.

**Merging** minimizes the TTFs $f'_{v_i,v_j}$ and $f''_{v_i,v_j}$ on two parallel edges of $e_{v_i,v_j}$ while preserving all the shortest paths in $G$. The operation $f_{v_i,v_j} = \min(f'_{v_i,v_j}, f''_{v_i,v_j})$ is defined as $f_{v_i,v_j}(t) = \min(f'_{v_i,v_j}(t), f''_{v_i,v_j}(t)) \forall t \in T$. Similar to chaining, this operation also runs in $O(|f'_{v_i,v_j}| + |f''_{v_i,v_j}|)$ and results in a piece-wise linear TTF.

A path $P$ from source $(s)$ and destination $(d)$ is a sequence of nodes $(v_0, v_1, v_2, \ldots, v_{k-1}, v_k)$, where $k \in \mathbb{N}^+$, $v_0 = s$, $v_k = d$, and $e_{v_i,v_{i+1}} \in E$ for $0 \leq i < k$. In time-dependent road network, the length (travel cost) of path $|P|$ depends on the departure time $t \in T$ and $|P| = f_{v_0,v_k}(t)$, where $f_{v_0,v_k}(t) = f_{v_0,v_1} \circ f_{v_1,v_2} \ldots \circ f_{v_{k-1},v_k}$. Given a start time $t$, $sp(s, d, t)$ denotes the shortest path from $s$ to $d$.

**Compressed Path Database (CPD):** is the state-of-the-art approach (Botea 2011) for extracting shortest path in static road networks (i.e., the cost of each edge is a constant value). In a CPD, for each $s \in V$, a row $R(s)$ is computed which stores, for every $d \in V$, the first move (i.e., the first vertex) on the shortest path from $s$ to $d$. Each row $R(s)$ is compressed using run-length encoding (RLE), thus extracting the first move $fm(s, d)$ only requires a simple binary search through the compressed RLE encoded string. The shortest path from $s$ to any $d$ (i.e., $CPD(s, d)$) can then be obtained by recursively finding the first moves $fm(s, d)$.

**Example 1.** Consider the graph shown in Figure 2. Table 1 shows the first move rows for nodes $H, A$ and $J$, where "*" is a wildcard (i.e., don’t care) symbol that indicates $s$ and $d$ are the same, thus never need to lookup this symbol. The RLE compresses a string of symbols into representative sub-strings, each sub-strings has two values: a start index and a first move symbol, e.g., the compressed RLE strings for $H, A$ and $J$ are $[(1, A), (3, F), (10, E), (11, H)]$ and $[(1, F), (5, I), (6, D), (9, C), (10, E)]$, respectively. Note that the symbol "*" can be combined with any other symbols, and the effectiveness of RLE compression depends on the way nodes in each row are ordered, e.g., the order of columns is a Depth First Search order (from $H$) as suggested by Strasser, Harabor, and Botea (2014).

**Reversed Path Database (RPD):** stores, for each source node $s \in V$, a reverse row $RR(s)$ which records, for every $d \in V$, the first move on the shortest path from $d$ to $s$ (Mahé et al. 2021). Unlike CPD, the compression on $RR(s)$ is not effective. Therefore, RPDs are not compressed. This allows accessing the first move in $O(1)$. The shortest path from $s$ to $d$ can be efficiently obtained by recursively obtaining the $fm(s, d)$ using $RR(d)$, i.e., the shortest path can be extracted using a single row. Note that both CPD and RPD runs Dijkstra search to compute $R(s)$ or $RR(s)$ on each source node $s$, and can be paralleled linear in number of processors.

The CPD and RPD are state-of-the-art heuristics in dynamic environment settings too (Bono et al. 2019). Simi-
larily, given a time-dependent graph $G$, we build a CPD or RPD by considering the minimal cost on each edge of $G$. Since the optimal path extracted from database is no larger than the shortest path on $G$ (i.e., $|CPD(s, d)| \leq |sp(s, d, t)|$ for $\forall(s, d) \in G$ and $t \in T$), the first-move oracle defines an admissible heuristic.

**Example 2.** Figure 2 shows an example, where we construct a CPD on a graph with minimal edge weight shown in Figure 1. The shortest path extracted from CPD between $H$ to $J$ is a valid lower bound, i.e., $|CPD(H, J)| = 20 \leq \{sp(H, J, t) \mid t \in T\} = \{30, 40\}$.

**Landmarks:** are another method for generating admissible heuristics in time-dependent road network (Delling and Wagner 2007). For each landmark $l \in L$, we use the minimum travel time of each edge to compute an array that records a pair $(d(l, v), d(v, l))$ on each $v \in V$, where $d(l, v)$ denotes the shortest travel time from $l$ to $v$. Due to the triangle inequality, the array of cost is exploited to be the lower-bound of $sp(v_i, v_j, t)$ for $\forall t \in T$, from any $v_i$ to any $v_j$: landmark $k(v_i, v_j) = max_{l \in L}(max(d(v_i, l) - d(v_j, l), d(l, v_i) - d(l, v_j)))$. The effectiveness of lower-bound depends on the distribution of landmarks, thus we select $L$ on the borders of the graph following the same procedure explained in (Sturtevant et al. 2009).

**Time-Dependent Contraction Hierarchy (TCH):** is a speedup technique that exploits the hierarchical nature of the real-world transportation networks (Batz et al. 2009, 2013). Given a graph $G$, a TCH can be built by repeatedly applying a contraction operation to $v \in V$. In broad strokes:

1. Apply a total lex order $L$ to the nodes $V$ of $G$.
2. W.r.t $L$, choose the least node $v \in V$ that has not been previously contracted.
3. (Contraction) Add to $G$ a shortcut edge $e_{uw}$ between each pair of in-neighbour $u$ and out-neighbour $w$ of $v$ for which: 1) the lex order $u$ and $w$ are larger than $v$; and 2) $(u, v, w)$ is the shortest path between $u$ and $w$ at some time $t$ in $T$. When adding the shortcut edge $e_{uw}$, the TTF is computed as $f_{uw} = f_{uw} \circ f_{uw}$. However, the parallel edges can exist, and in this case, we merge existing TTF $f_{uw}'$ as $f_{uw} = min(f_{uw}', f_{uw} \circ f_{uw})$ and maintain a middle node profile to track the intermediate node for corresponding interval in TTF.

Fewer shortcuts improve query performance, but computing a lex order $L$ that minimizes the number shortcuts is NP-hard (Bauer et al. 2010). Thus, we use the heuristic order suggested in (Batz et al. 2013). Note that the contraction operation requires verifying local optimality and can be costly in time-dependent scenario, therefore the steps 2-3 are parallelized. We refer the reader to the paper (Batz et al. 2013) for more details of the parallelization.

**Example 3.** In Figure 3, we contract the time-dependent graph shown in Figure 1 in alphabetical lex order. The TTF of the shortcut edge $e_{HJ}$ is computed as $f_{HJ} = min(f_{HE} \circ f_{EF}, f_{HF} \circ f_{FJ})$ and the corresponding middle node profile is $\{0, E\}, \{40, F\}, \{80, E\}$ which indicates the middle nodes are $E$, $F$ and $E$ for the time period $[0, 40), [40, 80)$ and $[80, 180)$, respectively. Also note, without shortcut edges (dashed), the optimal path from $A$ to $B$ at time $150$ has 6 edges: $\{A, H, E, J, D, G, B\}$. However, with shortcut edges, we traverse only four edges: $\{A, H, J, G, B\}$.

Recall that TCH adds a shortcut edge $e_{uw}$ iff both $u$ and $w$ are lexically larger than the intermediate node $v$, and $e_{uw}$ is optimal and equivalent to the path $(u, v, w)$. Therefore, for every pair of edges $(e_{uv}, e_{vw})$, there must exist a cost equivalent up edge $e_{uv}$ (i.e., $u < v < w$) or down edge $e_{vw}$ (i.e., $u > v > w$), if $(u, v, w)$ is $sp(u, w, t)$ for $t \in T$. Thus, we have the following:

**Lemma 1. (tch-path):** For every optimal path $sp(s, d, t)$ in $G$, there is a cost equivalent tch-path $(s, \ldots, k \ldots)$ whose prefix $(s, \ldots, k)$ is an up path (i.e., $s < k < s + 1 < k$ and suffix $(k \ldots)$ is a down path (i.e., $k > k + 1 > k$)

**Corollary 1. (apex node):** Every tch-path has a node $k$ which is lexically largest among all nodes on the path.

The key idea of TCH is that the shortcut edges can bypass one or more intermediate nodes in a single step. To achieve a speedup, authors in (Batz et al. 2013) develop the Bidirectional TCH search (BATCH) to efficiently find the tch-path, following Lemma 1. To support the bi-directional search, BATCH divides the set of edges $E$ into two as follows:

- $E_{1} = \{e_{uv} \in E \mid u < v\}$ (i.e., the set of all “up” edges); and
- $E_{2} = \{e_{uv} \in E \mid u > v\}$ (i.e., the set of all “down” edges).

Given a source-destination pair $(s, d)$ and departure time $t$, the main challenge of the bidirectional search is that the backward search is prohibitive in time-dependent scenario (i.e., we can not search backward without knowing the arrival time $t'$). Therefore, BATCH runs in two phases:
(i) **Bi-directional Search:** In the forward direction, BTCH runs a time-dependent Dijkstra search from \( s \), considering only the outgoing edges in \( E_{1} \). Similar to the static graph, this Dijkstra search differs mainly in that it considers the TTFs when it generates successors. In the reverse direction, BTCH performs the backward exploration from \( d \) using a static Dijkstra search, and considers only the lower-bound edge weights of the incoming edges in \( E_{1} \). We also maintain \( U \) (initially infinity) which is the smallest upper bound distance of any path from \( s \) to \( d \) seen so far by the algorithm. During the backward Dijkstra search, we store each traversed edge in \( E_{trv} \) and compute the upper bound by taking the maximal value on each edge in \( E_{1} \). Whenever the two searches meet at an apex node \( k \), we: (i) update \( U \) if the upper bound distance from \( s \) to \( d \) via \( k \) is smaller than current \( U \); and (ii) obtain a lower-bound \( L(s, k, d) \) for the path from \( s \) to \( d \) via \( k \). If \( L(s, k, d) \geq U \), we discontinue the search on both sides from \( k \). Every time the search meets, we also record the apex node \( k \) in \( K \). The bi-directional search continues until the minimum \( f \)-value on both open lists are no less than \( U \) (or when both lists are empty, if no such path).

(ii) **Forward Search:** Once the bi-directional search stops, for each recorded apex node \( k \in K \) and \( L(s, k, d) \leq U \), we continue a forward time-dependent Dijkstra search on the edges \( E_{trv} \) by iteratively inserting \( k \) into the queue. This forward search is funnelled into \( d \) and considers only the edges that are previously traversed by the backward search. The search terminates if \( d \) is expanded.

Finally, BTCH unpacks the tch-path using the middle node profile maintained on the corresponding shortcut edges, and the optimal path \( sp(s, d, t) \) is returned. BTCH remains state-of-the-art for time-dependent routing (Strasser, Wagner, and Zeitz 2021).

### Improving Search on TCH

Given a time dependent graph \( G \), we construct the Time-dependent Contraction Hierarchy. For a given pair of source and destination and its departure time \( t \), BTCH is a successful and efficient methods to solve the pathfinding problem. However, we show the search algorithm can be further improved (i) by combining the BTCH with landmark heuristics; (ii) by changing the search to a forward search and combining with a more advanced CPD-based heuristic: TCPD heuristic; and (iii) by splitting the time domain \( T \) into multiple \( T' \) (i.e., \( T' \subseteq T \)), such that each query in \( T' \) can be efficiently solved by TCH constructed for \( T' \) only.

### Combining BTCH with Landmarks

In time-dependent road networks, landmarks have been widely used in many existing techniques, such as bi-directional A* search (Nannicini et al. 2012), core routing (Delling and Nannicini 2012) and SHARC routing (Delling 2011). Following the success of these algorithms, we extend BTCH using landmarks:

(i) **During the Bi-directional Search:** We employ the bi-directional A* search instead of bi-directional Dijkstra search, and the search on each side is guided by the landmark heuristic, i.e., the \( f \)-value for a node \( v \) is \( g(s, v) + \text{landmark}(v, d) \) with \( g(s, v) \geq sp(s, v, t) \) being a tentative upper-bound for the shortest path from \( s \) to \( v \). We also apply the pruning rule used in the BTCH and mark the edges that traversed by the backward search as \( E_{trv} \). The search terminates when the minimum \( f \)-value for both A* searches are larger or equal to the smallest upper-bound \( U \) so far.

(ii) **During the Forward Search:** Recall that the backward search in the bi-directional phase records the edges that have been traversed as \( E_{trv} \). We argue that the lower-bound \( L(v, d) \) computed on each node \( v \) can be directly used as a heuristic, because \( L(v, d) \leq sp(v, d, t) \) for \( \forall t \in T \). \( L(v, d) \) is also more effective than the landmarks as this lower-bound computes the true minimum distance in \( E_{1} \) (i.e., \( L(v, d) \geq \text{landmark}(v, d) \)).

Combining the landmarks heuristic with bi-directional search speeds up the search in both directions, and results in a smaller subset \( E_{trv} \) compared with the Dijkstra search. Although the forward search is funnelled into the direction of \( d \) and is usually cheap to run, directly reusing the previously computed lower-bound further improves the query performance as we show later in the experiments section.

### Forward TCH Search with CPD-based Heuristic

Due to the fact that the travel cost on a TTF can not be computed without a known departure time \( t \), forward search seems to be a natural way to solve the pathfinding problem in a time-dependent road network. This motivates us to revise the search on TCH to be a forward search. In addition to landmarks, we consider a more sophisticated goal-directed heuristic, called the TCPD heuristic, and we show this heuristic (i) requires less first move extractions; and (ii) provides a more effective lower-bound compared to the CPD heuristic. To further improve the query performance, we also propose several pruning rules and optimizations.

**Forward TCH Search (F-TCH):** For a given source \( s \) and destination \( d \), suppose we expand a search node \( n \) with its predecessor \( p(n) \), a time-dependent Dijkstra search on the TCH typically generate successors \( s(n) \), which fall into one of the following types:

1. Up-Up successors: \( p(n) <_{L} n \) and \( n <_{L} s(n) \);
2. Up-Down successors: \( p(n) <_{L} n \) and \( n >_{L} s(n) \);
3. Down-Down successors: \( p(n) >_{L} n \) and \( n >_{L} s(n) \);
4. Down-Up successors: \( p(n) >_{L} n \) and \( n <_{L} s(n) \);

Given a departure time \( t \), although this uni-directional Dijkstra search finds the shortest path \( sp(s, d, t) \), the search is unlikely to be efficient without avoiding the non tch-paths. Therefore, we modify the search to consider only the tch-paths by a simple pruning rule called UTD (Up-Then-Down) (Harabor and Stuckey 2018). Recall that a tch-path is always an UP-Down path (i.e., Lemma 1) with an apex node which is lexically larger than all the other nodes on the path. The F-TCH needs to generate (i) the type 1 and 3 successors, which covers the Up or Down tch-paths (i.e., \( s \) or \( d \) is the apex node) by continuously moving up or down; (ii) the type 2 successors, which covers the Up-Down tch-paths (i.e., an intermediate node \( k \) is an apex node and \( k >_{L} v \) for \( v \in \langle s, \ldots k-1 \rangle \) or \( \langle k+1, \ldots d \rangle \) by switching the direction at
TCPD following the same general procedures already described. Given a source and destination, we denote the path extracted from TCPD as TCPD(s, d).

**Theorem 1.** Given a pair of \((s, d)\) and departure time \(t \in T\) in a TCH, \([\text{TCPD}(s, d)]\) is a lower-bound for \([sp(s, d, t)]\).

**Proof.** Given a TCH constructed in \(G\), there must exists a cost equivalent tch-path for every \(sp(s, d, t)\) and \(t \in T\). In a lower-bound graph of TCH, TCPD computes and encode the first move on the optimal path, from any \(s\) to any \(d\) by examining all possible (i) up; (ii) up-down; and (iii) down tch-path. Thus \([\text{TCPD}(s, d)]\) defines a lower-bound, i.e., \(|\text{TCPD}(s, d)| \leq |sp(s, d, t)|\) for \(\forall t \in T\).

Due to Theorem 1, \([\text{TCPD}(s, d)]\) defines an admissible heuristic and can be easily combined with forward TCH search. Recall that the lower-bound on a shortcut edge \(\min(f_{uw}) \geq \min(f_{uw}) + \min(f_{vu})\), thus \([\text{TCPD}(s, d)]\) is a tighter lower bound, i.e., \(|\text{TCPD}(s, d)| \geq |\text{CPD}(s, d)|\). Next, we introduce several optimization techniques to further improve the query performance.

**Downward Successors Pruning:** Although the F-TCH prunes the up-successors, when expanding the node \(v\), it has to generate every down-successor \(v\) no matter whether \(p(n) > \_\ n\) or \(p(n) < \_\ n\). However, not every down-successor \(v\) can lead to a path \((n, \ldots, d)\) that reaches the destination \(d\) from the apex node \(n\). Therefore, we reuse the concept of CPD and propose a reachability oracle, called Reach, that tells whether there is a down path \((s, \ldots, d)\), from a given node \(s\) to any node \(d\). Whenever the F-TCH generates the down-successors \(n\), we use Reach(n, d) to prune non-reachable successors. Eliminating the down-successors early helps the search to reduce the branching factor. Next, we discuss the construction of Reach.

To build Reach, we first compute a down-reachability table (DT) by running a Depth First Search (DFS) on each source node \(s\) that only generates the down successors (i.e., \((n) > \_\ n\)). Although DT is a simple truth table, without a better ordering, it does not compress well. But note that the TCH is a hierarchical data structure that is rooted from one or more important nodes, and these nodes are assigned to the largest lex order possible. Therefore, we run a DFS from the node that has the largest lex order. Similarly, the search only visits the down-successors, not earlier expanded by a node with larger lex order. We order the columns of DT according to the order of nodes accessed by this DFS, and compress it using RLE. With this novel ordering, Reach can be compressed effectively (e.g., in a graph with millions of nodes, Reach only needs a few MB to store), and each binary search Reach(s, d) runs in near constant time.

**Cost Caching:** When TCPD is used as a heuristic, it needs to continuously extract the path TCPD(s, d) at each node expansion of \(s\). To further reduce the number of \(fm[s, d]\), we apply a simple cost caching strategy. When we extract a path from \(s\) to \(d\), we cache distance \(dist(v, d) = |\text{TCPD}(v, d)|\) for each vertex \(v\) on the extracted path TCPD(s, d). Later on, for a subsequent path extraction TCPD(s’, d), we terminate early if the path extraction reaches the vertex \(v\) such that \(dist(v, d)\) is cached, and we use the cached distance to get
the path length from $s'$ to $d$. Similar cost caching strategies have also appeared in CPD-based search (Shen et al. 2020), and CPD-heuristics (Bono et al. 2019), since they significantly reduce the first move extractions.

**Reverse TCH Path Database:** Another way to improve the path extraction of TCPD($s,d$) is to speed up each $f_m(s,d)$ by building a reversed tch path database (RTPD) that is similar to the RPD as discussed earlier. Recall that a RPD computes a reverse first move table $RR$ that records the first move on optimal path from any $s$ to a given target node $d$. Similarly, on each source node $s$, we compute $RR(s)$ in TCH using a modified F-TCH which considers only the incoming edges of TCH. RTPD and TCPD essentially compute the same first moves, but only store in a different way, thus all the properties of TCPD preserved.

**Splitting the Time-domain**

In order to handle any arbitrary query that is issued at $t \in T$, a TCH is usually built by considering the entire time domain $T$. However, each individual query only requires us to consider a much shorter time period $T_q = [t, t']$, where $t'$ is the optimal arrival time when traveling from $s$ to $d$ at $t$. Therefore, the TCH has two drawbacks: (i) In each edge, the TTF stores all interolate points $w \in T$. Thus requires more time to evaluate the travel time for $t$, and results in a looser lower and upper bounds than $T_q$. (ii) For each shortcut edge $e_{uw}$, $e_{uw}$ is added if $\exists T' \subseteq T$ such that $\langle u, v, w \rangle$ is an optimal path from $u$ to $w$ during $T'$, such a shortcut edge may be unnecessary for $T_q$. To mitigate these disadvantages of TCH, we propose to split $T$ into $n$ number of equal-sized time buckets $T_i (i.e., T_i = [t_i, t_{i+1}] = \lfloor T \rfloor/n$ for $0 \leq i \leq n - 1)$ for processing start times $t \in [t_i, t_{i+1})$. For each bucket $T_i$, we build a TCH to cover all $|sp(s,d,t)| \leq t_u$ by adding an upper-bound $t_u$, and building $TCH_i(T)$ over time range $[t_i, t_{i+1} + t_u]$. First, we show how to choose the upper-bound $t_u$ to form a single-layer TCH, denoted as STCH, such that $\exists TCH_{i} \in STCH$ and $TCH_i(T) \supseteq T_q$ for all queries $q \in T$. We then describe a multi-layer TCH which combines STCHs with customized $t_u$. For each individual query $q \in T$, we show $q$ can be improved using TCH built in STCH with minimal $t_u$.

**Single-layer TCH**

In the time-dependent shortest path problem, highly accurate solutions are needed, especially when a user needs to plan a short-term trip. Therefore, our main focus is on city-sized road networks. From point to point in a city-sized graph, the shortest path $sp(s,d,t)$ does not typically take a large amount of time (e.g., travel within Melbourne almost always requires less than four hours). Suppose $|sp(s,d,t)| < t_u$ for every possible start $s$, destination $d$ and start time $t$. We build a TCH for each start time bucket $T_i = [t_i, t_{i+1}]$ which only considers travel in the time $[t_i, t_{i+1} + t_u]$. Then we can answer a shortest path query $sp(s,d,t)$ correctly by using TCH built for time bucket $T_i$ where $t \in T_i$ if travel time is no more than $t_u$.

**Example 5.** Consider the example in Figure 3. Assume we split the time domain $T = [0, 180]$ into 6 time buckets, i.e., $|T_i| = 30$ for $0 \leq i \leq 5$. Since $\forall sp(s,d,t) \leq 90$ for $t \in T$ and $(s,d) \in G$, we set the upper bound $t_u = 90$. Notice that contracting the node $D$ for $T_0$ (i.e., $T_0 = [0, 120]$) cannot add the shortcut $e_{3G}$, as $\langle J, J, G \rangle$ is a shorter path than $\langle J, D, G \rangle$ (i.e., $20 + 10 \leq \min(f_{3D} \circ f_{BD})$).

**Multi-layer TCH**

Although we can predict an upper-bound $t_u$ that is large enough for solving all queries, the upper-bound $t_u$ may not be efficient, because many, if not most travel time of queries $q \in T$ may be much smaller than $t_u$. In order to solve $q$ using a TCH such that $TCH(T)$ is as small as possible, we propose to form multiple STCHs with different $t_u$ into a Multi-layer TCH (MTCH). In the offline phase, we build MTCH as following:

1. At the root $R$ of MTCH, we construct a TCH w.r.t the entire time domain $T$. In addition, we build a TCPD as discussed earlier.

2. For each lower layer $j$ of $R$, we build STCH$_j$ by splitting $T$ into $n$ time buckets $T_i$, and the upper-bound $t_u$ can be set to any customized value, but only needs to be less than $t'_{uw}$, where $t'_{uw}$ is the upper-bound used in STCH$_{j-1}$.

During the online phase of MTCH, given a query $sp(s,d,t)$ with $t \in T_i$, we first obtain an upper-bound $U(s,d)$ using the maximal travel cost for the path extracted from TCPD between $s$ and $d$. Therefore, we know the query can be solved in $T_q = [t, t + U(s,d)]$. For TCHs built in time bucket $T_i$, we check each layer of MTCH via a top-down scan from STCH$_0$ to STCH$_j$. The scan terminates when $TCH_i(T) \supseteq T_q$, and returns $TCH_i(T)$ that covers $T_q$. If $TCH_i$ is found, we answer the query using the $TCH_i$. Otherwise, we answer the query by running a forward TCH search in $R$, with TCPD guided as a heuristic. MTCH is guaranteed to solve all queries $q \in T$ in $R$, and each $q \in T_i$ is safely improved by using the TCHs maintained in lower layers.

**Experiments**

We test our proposed algorithms against the baseline implementation of Time-dependent Contraction Hierarchies (TCH), taken from the repository of original authors (Batz et al. 2013). The implementation is also known as KaTCH. In a recent study (Strasser, Wagner, and Zeit 2021), it was shown that KaTCH is the state-of-the-art algorithm and outperforms a range of optimal algorithms, including CATCHUp (Strasser, Wagner, and Zeit 2021), TD-CALT (Delling and Nannicini 2012), and TD-SHARC (Delling 2011). Meanwhile, our approaches: (i) the Single-layer TCH (STCH) is built by splitting the time domain into 24 hourly buckets and the upper-bound $t_u$ is set to 4 hours as no trip in our tested maps exceeds this limit. (ii) The Multi-layer TCH (MTCH) is built by adding three layers of STCH under the root $R$. For each layer, we maintain 24 hourly time buckets and set $t_u$ to 4h, 2h and 1h correspondingly.

For the heuristics, we further compare our approaches with Compressed Path Databases and take the implementation from the publicly
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Table 2: Total number of vertices (#V) and edges (#E) in maps, build time in Mins, and memory in MB for TCH-based data structure with different heuristics.

<table>
<thead>
<tr>
<th>Map</th>
<th>#V</th>
<th>#E</th>
<th>Build Time (Mins)</th>
<th>Memory (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>TCH</td>
<td>CPD</td>
</tr>
<tr>
<td>NY</td>
<td>96K</td>
<td>260K</td>
<td>1.72</td>
<td>2.92</td>
</tr>
<tr>
<td>GC</td>
<td>39K</td>
<td>81K</td>
<td>0.03</td>
<td>0.18</td>
</tr>
<tr>
<td>SYD</td>
<td>192K</td>
<td>421K</td>
<td>0.37</td>
<td>5.17</td>
</tr>
<tr>
<td>MEL</td>
<td>314K</td>
<td>690K</td>
<td>0.62</td>
<td>15.55</td>
</tr>
<tr>
<td>NY-5</td>
<td>96K</td>
<td>260K</td>
<td>0.37</td>
<td>31.94</td>
</tr>
</tbody>
</table>

available repository.2 By CPD, we mean the Compressed Path Databases that is built on the contracted graph of TCH. On the other hand, our approach L12 indicates using 12 landmarks for travel time estimation (we varied the number of landmarks from 4 to 16, and 12 appears to be the best). TCPD and RTPD refer to TCH-based Compressed Path Databases and Reverse TCH Path Database respectively. We also use the letter B and F to denote the Bidirectional search and Forward search respectively. For example, B-TCH(L12) denotes our algorithm bidirectional TCH search with landmarks heuristic, and F-TCH(L12) denotes the forward TCH search with landmarks heuristic, while applying all optimizations introduced.

Dataset: For experiments, we consider the real-world dataset taken from the public repository.3 The dataset contains the road network for New York (NY) and the historical travel time that is estimated every hour during the entire 2013 year. In order to compute TTF for each edge, we take the travel time data from Tuesday to Thursday following (Batz et al. 2013) and average them for each hour after filtering out the data by two standard deviation. Overall, the NY dataset has 12.59% of edges that are time-dependent with time domain [0h, 24h]. Since there are not many time-dependent datasets available online, we also create a few synthetic datasets to evaluate our algorithms: (i) In order to simulate the data on other cities, we take the road networks for Gold Coast (GC), Sydney (SYD), and Melbourne (MEL) from the OpenStreetMap4 and use the traffic pattern taken from NY dataset, to assign each type of road the same percentage of time-dependent edges. (ii) In order to simulate a more accurate TTF, we change the TTF of NY dataset by taking the 5 mins data points on a cubic spline created using the original data. We denote this dataset as NY-5.

Queries: We generate queries following the same method as in (Wu et al. 2012). For each road network, we discretise the map into a 1024 × 1024 grid with cell side length l. Then, we randomly generate ten groups of queries such that i-th group contains 1000 (s, d) pairs with Euclidean distance between them within 2i−1 × l to 2i × l, i.e., 10,000 queries in total. During each hour in the time-domain [0h, 24h), we report the performance for each algorithm to determine the length of the shortest path, without outputting the complete description of the paths. Individual queries are run 10 times; we omit the best and worst runs and average the rest.

All algorithms are implemented in C++ and compiled with -O3 flag. We use a 2.6 GHz Intel Core i7 machine with 16GB of RAM and running OSX 10.14.6. For reproducibility, all of our implementations are available online.5

Preprocessing Cost and Space
All indexes were built on a 32 core Nectar research cloud with 128GB of RAM running Ubuntu 18.04.4 LTS (Bionic Beaver). Table 2 shows the build time and memory required for TCH, STCH and MTCH, as well as constructing heuristic CPD, TCPD and RTPD. Note that for STCH and MTCH, TCPDs are constructed on top of TCH in each time bucket Tt. All CPD-based heuristics include the costs for constructing and storing the underlying hierarchical data structure and the reachability oracle Reach (for all datasets, Reach takes <10 secs to build and <5MB to store).

For heuristics of the TCH, our proposed TCPDs are built in similar time to CPDs, but take slightly more space to store. On the other hand, RTPDs shows higher build time and space-consumption than both CPDs and TCPDs. Comparing with TCH, both STCH and MTCH are generally more expensive to build and store. However, interestingly, we see STCH is cheaper to compute than TCH in the NY-5 dataset. This is because the TTF of NY-5 has more interpolate points (i.e., every 5 mins) than the other datasets. During TCH construction, adding shortcut edges requires search to verify the local optimality which can adversely affect the performance when considering the entire time domain T. The memory of STCH and MTCH can be large after including the TCPDs heuristics. However, during the query time of entire day, STCH and MTCH roll over the TCHs built for each hourly bucket, so the actual memory required in RAM is only 1/24 of the memory reported in Table 2.

Query Processing Time
In this experiment, we compare the average query processing time for our algorithms against the baseline implementation of TCH. During the entire time domain [0h, 24h), we evaluate all queries by setting the departure time t at each hour. We report the average runtime of each algorithm.
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2https://bitbucket.org/dharabor/pathfinding
3https://uofi.app.box.com/v/NYC-traffic-estimates
4https://www.openstreetmap.org
5https://github.com/bshen95/Improving-TCH
Figure 5: Runtime comparisons between TCH and different heuristic searches on TCH. The x-axis represents every hour during the time domain [0h, 24h). The y-axis shows the average runtime of different algorithms in $\mu s$.

Figure 6: Runtime comparisons between the baseline implementation of TCH, and our algorithms STCH and MTCH with/without TCPD heuristics. The x-axis and y-axis are same as in Figure 5.

Figure 7: Runtime comparisons on NY-5 datasets, we show the results for different heuristics on TCH (left), STCH and MTCH with/without TCPD heuristics (right).

**Heuristic search**: Figure 5 compares the query performance between the bidirectional TCH search (B-TCH) and our proposed heuristic searches on TCH. Examining the results, we see that all heuristic searches are substantially faster than the baseline implementation of TCH. For bidirectional TCH search, our proposed algorithm B-TCH(L12) improves B-TCH by around 30% of time. Moving to forward TCH search, the landmark heuristic F-TCH(L12) becomes faster than B-TCH(L12) for most datasets (e.g., NY, GC and SYD). In addition, the TCPD heuristic outperforms the landmark heuristics for forward TCH search in all datasets. Using RTPD heuristics dominates all methods.

We also compared against CPD heuristics, the performance of F-TCH(CPD) is however significantly slower than other approaches (see Table 3).

**Splitting the time domain**: Figure 6 compares B-TCH against our algorithms. From the results, it is clear that B-STCH significantly outperforms B-TCH, and B-MTCH further improves the query performance. We also see that TCPD heuristics improve both algorithms, but F-MTCH(TCPD) costs additional time to switch to the corresponding TCH, thus only shows competitive results with F-STCH(TCPD). One can build RTPDs in STCH and MTCH by storing each of RTPD with same amount of space as shown in Table 2. However, the improvement is only a few microseconds, thus omitted. We also remark that the MTCH can be extended to speed up only certain period of the time domain (e.g., during the peak hours: 6 - 10 AM or 16 - 19 PM) or further improved by adding more layers with smaller $t_u$. However, how to efficiently choose upper-bound $t_u$ and split the time domain is left as future work.

**Tolerance of more accurate TTF**: In Figure 7, we reproduce the experiments on NY-5 datasets, where the travel times are evaluated every 5 mins. Clearly, our proposed algorithms are tolerant to the more accurate TTF. In addition, unlike the NY dataset, both F-MTCH and F-MTCH(TCPD) outperform the STCH approaches. This is because the TCH constructed for $t_u = 1h$ and $2h$ in MTCH can be more efficiently evaluated than STCH (i.e., $t_u = 4h$).

**Query statistics**: Table 3 provides more insights. For the searches that are conducted on TCH, B-TCH(L12) signifi-
cantly improves B-TCH due to the smaller number of nodes generated and expanded using landmarks heuristic. Although F-TCH(CPD) requires smaller number of nodes generated and expanded, it still performs worse than B-TCH as the number of first move extractions is large, even after applying the cost caching discussed earlier. On the other hand, F-TCH(TCPD) retrieves the first moves on the optimal tch-paths which significantly reduces #FirstMove. Also, Generated and Expanded are also reduced because TCPD computes tighter lower-bounds. Overall, F-TCH(TCPD) outperforms the other heuristics in terms of average runtime for all maps, and RTPD further improves the performance by extracting each first move in constant time. For the searches that are conducted on STCH and MTCH, both B-STCH and B-MTCH outperform B-TCH, because building the TCHs for small time period (i) has smaller number of shortcut edges; (ii) stores tighter lower and upper bound; and (iii) maintains much smaller number of interpolate points on each TTF. In addition, TCPD heuristic further improves the performance for STCH and MTCH, and achieves speed up against baseline algorithm B-TCH by 3-6 factors.

### Conclusion and Future Work

We show how search in time-dependent road networks can be substantially improved by applying several heuristics. Forward search using heuristics based on landmarks or CPDs is able to improve upon the usual bi-directional search. We also show that we can improve TCHs by building a set of TCHs to be used depending on the start time, and a given upper bound on the shortest path. The resulting TCHs allow for faster query processing, using a heuristic search to quickly find an upper bound, and then choosing the appropriate TCH to answer the query.

Regarding bounded-suboptimal search, there exist many techniques that compute solutions faster at the cost of slightly suboptimal paths, such as TD-CRP (Baum et al. 2016), TD-CFLAT (Kontogiannis et al. 2017), and ATCH (Batz et al. 2013). The CPDs can also be used to find bounded-suboptimal paths (Bono et al. 2019), e.g., whenever we compute a lower-bound using CPDs, we can find a solution by following the path extracted from CPDs. We believe the TCPDs and RTPDs should have the same advantage and can be easily extended for bounded suboptimal search, which we leave as future work.
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