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Abstract
We describe transition normal form (TNF) for classical planning tasks, where there is a unique goal state and variables occur in an operator precondition if they appear in the effect. Tasks can be efficiently converted to TNF, all common planning heuristics are invariant under the transformation, and tasks in normal form are easier to study theoretically.

Introduction
The design and study of classical planning techniques such as heuristics or search algorithms is often considerably simpler when focusing on planning tasks with a restricted structure. Two assumptions that are frequently useful are that operators only change variables for which they have a defined precondition and that there exists a unique goal state (e.g., Bäckström 2014; Bonet 2013; Eyerich and Helmert 2013; Sievers, Ortlied, and Helmert 2012; van den Briel et al. 2007; Zhang, Wang, and Xie 2014).

There exists a well-known transformation to achieve such a “normal form”, but it can increase the size of the task exponentially. We introduce an alternative transformation that only increases the task size by a small constant factor. We also analyze the influence the transformation has on many existing planning techniques, showing that the transformation preserves many important theoretical properties while allowing considerably simpler presentations. This makes tasks in normal form an attractive tool for planning researchers: they are simpler to work with than unrestricted tasks, yet retain their full expressiveness.

Transition Normal Form
We write planning tasks as tuples \( \Pi = (V, O, s_0, s_g) \).

Partial states \( s \) over the finite-domain variables \( V \) map a subset \( \text{vars}(s) \subseteq V \) to values in their domain; states are partial states with \( \text{vars}(s) = V \). Partial states \( s \) and \( s' \) are consistent if \( \forall v \in \text{vars}(s) \cap \text{vars}(s') \), we call variable/value pairs \( V \mapsto v \) facts and interchangeably view (partial) states as functions or fact sets. The initial state \( s_0 \) is a state and the goal description \( s_g \) is a partial state.

Operators \( o \) in the finite set \( O \) are associated with a cost \( \text{cost}(o) \) and partial states \( \text{pre}(o) \) (preconditions) and \( \text{eff}(o) \) (effects). An operator \( o \) is applicable in state \( s \) if \( \text{pre}(o) \) is consistent with \( s \). Applying \( o \) in \( s \) results in a state that is consistent with \( \text{eff}(o) \) and agrees with \( s \) on all variables \( V \notin \text{vars}(\text{eff}(o)) \). A plan for \( \Pi \) is a sequence of operators that are iteratively applicable starting in \( s_0 \) and result in a state consistent with \( s_g \).

Definition 1. A planning task \( \Pi \) is in transition normal form (TNF) if \( \text{vars}(\text{pre}(o)) = \text{vars}(\text{eff}(o)) \) for all operators \( o \) of \( \Pi \) and the goal of \( \Pi \) is a fully defined state.

The main characteristic of planning tasks in TNF is that each operator defines a unique value transition on all variables it refers to. We additionally require a unique goal state because this is also often convenient and can be easily accomplished together with the unique transition property.

For TNF to be generally useful, we need a way to transform general planning tasks to ones in TNF that are equivalent in a formal sense. Ensuring that precondition variables also occur as effect variables is trivial: whenever this is not the case for a given precondition fact \( f \), we can add it as an effect without affecting the semantics of the planning task.

Ensuring the opposite, that effect variables \( V \) of an operator \( o \) are also precondition variables, is trickier. A “folklore” transformation “multiplies out” variables, creating copies of \( o \) with each possible fact for \( V \) as a precondition. However, this transformation increases task size exponentially in the worst case: if an operator has \( n \) variables occurring in the effect but not the precondition and each of these can take on \( n \) different values, the conversion produces \( n^n \) copies.

We now present an alternative conversion that can only lead to a modest increase in task size.

Definition 2. Let \( \Pi \) be a planning task. Its transition normalization \( \text{TNF}(\Pi) \) is the task obtained from \( \Pi \) as follows:

- Add a fresh value \( u \) to the domain of each variable.
- For all facts \( V \mapsto v \) with \( v \neq u \), add a forgetting operator with precondition \( \{ V \mapsto v \} \), effect \( \{ V \mapsto u \} \) and cost 0.
- For all variables \( V \) and operators \( o \):
  - If \( V \) occurs in the precondition but not the effect of \( o \), add \( V \rightarrow \text{pre}(o)[V] \) to the effect of \( o \).
  - If \( V \) occurs in the effect but not the precondition of \( o \), add \( V \rightarrow u \) to the precondition of \( o \).
- For all variables \( V \) not occurring in the goal, add \( V \rightarrow u \) to the goal.
The intuition behind the transformation is that we may “forget” the value of a variable \( V \) (set it to \( u \)) at any time at no cost. This allows us to require a defined value for \( V \) (namely, \( u \)) in \( TNF(\Pi) \) where \( \Pi \) mandates no defined value.

It is easy to see that \( TNF(\Pi) \) is in TNF and that its representation size in a reasonable encoding is at worst twice that of \( \Pi \). We now show that \( TNF(\Pi) \) and \( \Pi \) are equivalent.

**Theorem 1.** Every plan \( \pi \) for \( \Pi \) can be converted into a plan \( \pi' \) for \( TNF(\Pi) \) with the same cost in time \( O(k|\pi| + |s|) \), where \( k \) is the maximal number of effects of an operator, and conversely in time \( O(|\pi'|) \).

**Proof:** To convert \( \pi \) into \( \pi' \), insert the necessary forgetting operators in front of each operator \( o \): if \( o \) is executed in state \( s \), insert operators to forget \( V \mapsto s[V] \) for all variables \( V \) on which \( o \) has an effect but no precondition. Also append such operators to the end of the plan for each goal of the form \( V \mapsto u \) in \( TNF(\Pi) \). To convert a plan for \( TNF(\Pi) \) into a plan for \( \Pi \), simply drop all forgetting operators. \( \square \)

As hinted in the introduction, TNF is useful because many planning approaches can be described more simply while losing none of their power when restricting attention to TNF. In the remainder of this paper, we demonstrate this observation for a large number of example approaches. Many of these examples relate to distance heuristics. A concise description of many of the heuristics we consider is given by Helmert and Domshlak (2009).

**Delete Relaxation and Critical Paths**

Many planning heuristics can be understood as computing distances in a simplified version of the given planning task \( \Pi \). Important examples include the optimal delete-relaxation heuristic \( h^+ \) (Hoffmann 2005), which ignores delete effects, and the critical path heuristics \( h^m \) \( (m \geq 1) \), which estimate the cost of reaching a state by recursively estimating the cost of subgoals with up to \( m \) facts (Haslum and Geffner 2000). A well-known special case of the latter is the maximum heuristic \( h^{\max} = h^1 \). Transition normalization does not negatively affect these heuristics.

**Theorem 2.** Let \( \Pi \) be a planning task. For all states \( s \) of \( \Pi \), the values of \( h^+(s) \) and of \( h^m(s) \) are the same in \( \Pi \) and \( TNF(\Pi) \).

**Proof sketch:** Delete relaxation can be seen as a change in semantics on planning tasks that does not affect the syntax. A version of Theorem 1 for this modified semantics can be proved analogously. This is sufficient to show that \( h^+(s) \) is the same in \( \Pi \) and \( TNF(\Pi) \) since \( h^+ \) is based on optimal goal distances.

The \( h^m \) heuristic assigns a value to each set of facts \( F \) that intuitively measures the cost to reach a state containing the facts in \( F \) considering only the cost of the hardest subset whose size does not exceed \( m \). The facts \( V \mapsto u \) can always be reached free of cost and do not allow reaching any other state more cheaply than in the original task. The \( h^m \) cost of a partial state \( F \) in \( TNF(\Pi) \) is thus the \( h^m \) cost of \( F \) without all facts \( V \mapsto u \) in \( \Pi \). \( \square \)

**Landmarks**

A (disjunctive action) **landmark** is a set of operators from which at least one has to be used in any plan. Several planning systems, such as **LAMA** (Richter and Westphal 2010), and heuristics, such as **LM-cut** (Helmert and Domshlak 2009) and **cost-partitioned landmarks** (Karpas and Domshlak 2009), are based on this concept. Transition normalization preserves the landmarks of a planning task.

**Theorem 3.** If \( L \) is a landmark of planning task \( \Pi \), then \( L \) is a landmark of \( TNF(\Pi) \). If \( L' \) is a landmark of \( TNF(\Pi) \) that does not include any forgetting operators, then \( L' \) is a landmark of \( \Pi \).

**Proof:** This is a direct consequence of the relationship between the plans of \( \Pi \) and \( TNF(\Pi) \) shown in Theorem 1. \( \square \)

The **LM-cut method** is a landmark-based heuristic that computes landmarks based on \( h^{\max} \) values of planning tasks. Together with the result for \( h^{\max} \) shown in Theorem 2, it is not difficult to show that transition normalization preserves LM-cut heuristic values.

**Domain Transition Graphs and Abstractions**

Many planning techniques make use of **domain transition graphs** (DTGs), which model the effect of operators on individual variables of the planning task (Jonsson and Bäckström 1996). The DTG of variable \( V \) is a digraph with nodes \( dom(V) \). It has an arc from \( u \) to \( v' \) labeled by operator \( o \) if \( pre(o)[V] = v \) and \( eff(o)[V] = v' \) or if \( V \notin vars(pre(o)) \) and \( eff(o)[V] = v' \).

For tasks in TNF the latter case cannot occur, and hence every operator \( o \) mentioning a variable \( V \) induces exactly one arc in the DTG of \( V \), from \( pre(o)[V] \) to \( eff(o)[V] \). Hence, a definition of DTGs for tasks in TNF is simpler and more directly communicates the underlying intent.

Conversion to TNF can also make domain transition graphs considerably smaller: if variable \( V \) has \( n \) values and there are \( n \) operators affecting it, each without a precondition on \( V \), then the DTG of \( V \) in \( \Pi \) has \( n^2 \) transitions, while the DTG of \( V \) in \( TNF(\Pi) \) has only \( 2n \) transitions: \( n \) from the original values of \( V \) to \( u \) and one for each operator. Intuitively, \( TNF(\Pi) \) represents the concept “operators with no defined precondition value can be applied everywhere” only once, rather than once for every such operator.

One application of DTGs where this can lead to practical performance benefits is within **merge-and-shrink** (M&S) abstractions (e.g., Helmert et al. 2014). These are based on the manipulation of explicitly represented abstract transition systems, which are initialized to the atomic abstractions (= DTGs) of the planning task. Avoiding a potential quadratic increase in DTG size can be crucial for limiting the size of M&S abstractions, as it is well-known that the number of abstract transitions, not the number of abstract states, is the main limiting factor of the approach.

A similar example is the DTG-based landmark test used by LAMA (Richter and Westphal 2010). Using transition-normalized tasks finds the same landmarks while improving worst-case complexity for a landmark test from \( O(n^2) \) to \( O(n) \) due to the more favorable bound on DTG size.
Incremental Ranking and Zobrist Hashing

Also within the area of abstraction heuristics, Sievers, Ort- 
lieb, and Helmert (2012) show how a pattern database 
(PDB) for a planning task can be efficiently computed using 
a perfect hash function that assigns a unique rank to each 
abstract state. The efficient implementation crucially relies 
on avoiding unnecessary unranking and ranking operations. 
Given a state \( s \) represented by its perfect hash value (rank) 
and an operator \( o \), we want to efficiently determine the rank 
of the successor \( s' \) of \( s \) reached via \( o \). With operators in TNF, 
this can be done by precomputing a constant offset for \( o \) 
and then computing the rank of \( s' \) as the rank of \( s \) plus the offset, 
without the need for unranking and ranking operations to 
incorporate the effects of the operator. This advantage of TNF 
is compelling enough that Sievers et al. use the exponential 
transformation to compile operators into normal form.

A closely related application of TNF is within Zobrist 
hashing. Botea et al. (2005) report that planners based 
onspace-search can spend up to 35% of their run-
time on calculating hash values for states in some dom-
ains. They use a Zobrist hash function (Zobrist 1970; 
1990) to speed up the computation. For operators in TNF 
(and not in the general case), the Zobrist hash of a state \( s' \) 
reached from state \( s \) via operator \( o \) can be computed incre-
mentally as \( \text{hash}(s) \oplus c(o) \), where \( c(o) \) depends only on op-
erator \( o \) and can be easily precomputed. (Here, \( \oplus \) denotes 
the binary XOR operation.)

Regression

Most current search-based planning algorithms solve plan-
ing tasks by searching the state space in a forward di-
rection (progression), starting from the initial state. How-
ever, a well-established and equally plausible approach is 
to perform a backward search (regression) from the goal 
towards the initial state (e.g., Bonet and Geffner 2001; 
Alcázar et al. 2013). In the general case, the search nodes of a regression search 
are associated with partial states \( s' \), which correspond to all 
states that agree with \( s' \) on \( \text{vars}(s') \). Regression is often seen as more 
complicated than progression, and several recent papers discuss the theoretical and practical complexities involved 
in regression for SAS+ -like planning tasks at length 
(Alcázar et al. 2013; Eyerich and Helmert 2013). With un-
restricted planning tasks, an operator \( o \) is regres-
sable in a partial state \( s' \) iff

- for all \( V \in \text{vars}(\text{eff}(o)) \): \( V \notin \text{vars}(s') \) or \( \text{eff}(o)[V] = s'[V] \), and

- for all \( V \in \text{vars}(\text{pre}(o)) \setminus \text{vars}(\text{eff}(o)) \): \( V \notin \text{vars}(s') \) or \( \text{pre}(o)[V] = s'[V] \).

The regression of \( o \) in \( s' \) is then defined as the partial state \( s \) 
with \( \text{vars}(s) = (\text{vars}(s') \setminus \text{vars}(\text{eff}(o))) \cup \text{vars}(\text{pre}(o)) \) and

\[
\text{vars}(s)[V] = \begin{cases} 
\text{pre}(o)[V] & \text{if } V \in \text{vars}(\text{pre}(o)) \\
\text{s'}[V] & \text{otherwise}
\end{cases}
\]

for all \( V \in \text{vars}(s) \).

Compared to progression, these definitions are rather in-
volved. However, for tasks in TNF, regression can be de-
defined in a way that is perfectly analogous to progression:

regression for a task in TNF is exactly the same as progres-
sion with the roles of \( s_t \) and \( s_a \) swapped and with \( \text{pre}(o) \) and 
\( \text{eff}(o) \) swapped in each operator \( o \). Hence with TNF, back-
ward search is conceptually as simple as forward search.

In practical planning algorithms based on regression, this 
observation is not necessarily all that useful: the fact that 
regression must reason about partial states is a boon 
as much as a burden because it enables dominance pruning 
techniques that are critical for strong performance. There-
fore, conversion to TNF might incur a significant perfor-
manance penalty despite the simpler theory.

However, the simple relationship between progression 
and regression in TNF is very useful for reasoning about 
regression, which is useful in a large number of planning 
topics such as invariant synthesis (e.g., Rintanen 2008), 
reasoning (e.g., Haslum 2007) and reachability analy-
ysis (e.g., Hoffmann and Nebel 2001). There are also ap-
lications of regression where dominance pruning is not criti-
cal for performance, such as the seeding of perimeter PDBs 
(Eyerich and Helmert 2013). Here, TNF can considerably 
simplify efficient implementations.

State-Equation Heuristic

The state-equation heuristic (van den Briel et al. 2007; 
Bonet 2013) observes that some operators \textit{produce} a given 
fact (change it from false to true) while others \textit{consume} it 
(change it from true to false). There must be a certain bal-
cance between how often a given fact is produced and con-
sumed, and this balance can be encoded with numerical con-
straints (linear programs) from which heuristic values are 
extracted by generic constraint optimization techniques.

What sounds like a clean and simple concept involves 
substantial complications in practice. Without knowing the 
state in which an operator \( o \) is applied, it is in general not 
possible to tell if it produces (or consumes) a given fact. An 
operator with precondition \( V \rightarrow v \) and effect \( V \rightarrow v' \) 
(with \( v \neq v' \)) will always consume \( V \rightarrow v \) and always produce 
\( V \rightarrow v' \). However, if an operator only has the effect on \( V \) 
but not the precondition, it may produce \( V \rightarrow v' \), but only 
if \( s[V] \neq v' \) in the state \( s \) in which the operator is applied. 
Similarly, it may consume the current value of \( V \), but we 
cannot know what this value is from the operator description 
alone. Similar vagaries arise from variables whose value is 
unspeciied in the goal.

As a consequence of these complications, the actual con-
straints used by the state-equation heuristic are not very 
obvious from the intuitive description of the idea:

\[
\text{Minimize } \sum_{o \in O} Y_o \text{cost}(o) \text{ subject to } \\
Y_o \geq 0 \text{ for all } o \in O \\
[f \in s_t] + \sum_{o \in AP_f} Y_o + \sum_{o \in SP_f} Y_o \geq [f \in s_a] + \sum_{o \in AC_f} Y_o \\
\text{for all facts } f
\]

where \( AP_f, SP_f \) and \( AC_f \) are the sets (whose nontrivial def-
\textit{initions we omit for brevity) of operators that \textit{always pro-
duce, sometimes produce and always consume} fact } f \).
For tasks in TNF these complications disappear. Every operator defines a well-defined value transition on the variables it mentions, so we can simply count the number of consumers of $f$ (operators with precondition $f$) and producers of $f$ (operators with effect $f$) directly. We also have no uncertainty regarding the goal state, and consequently we can always use equations instead of inequalities:

\[
\text{Minimize } \sum_{o \in \mathcal{O}} Y_o \text{ cost}(o) \text{ subject to } \quad Y_o \geq 0 \quad \text{for all } o \in \mathcal{O} \quad [f \in s_t] + \sum_{o \in \mathcal{O}; f \in \text{eff}(o)} Y_o = [f \in s_e] + \sum_{o \in \mathcal{O}; f \in \text{pre}(o)} Y_o \quad \text{for all facts } f
\]

Similar to the heuristics considered previously, it turns out that the state-equation heuristic value for task $\Pi$ is identical to the heuristic estimate in TNF($\Pi$) for which we can use the simpler and cleaner constraint system. (We omit the proof of this statement because we do not believe it is necessary for the main point we want to make: that working with planning tasks in transition normal form can make life substantially easier for the planning researcher and thus be a valuable aid in the design and analysis of planning techniques.)

**Potential Heuristics**

Pommerening et al. (2015) recently introduced potential heuristics, which are parameterized by an assignment of numerical values to facts of the planning task. The value assigned to a fact is called its potential, and the heuristic value of a state is the sum of potentials for all facts it contains. In a preprocessing step, the potentials are determined by a linear program (LP) that encodes the requirement that the resulting heuristic is consistent and admissible. Every feasible solution of this LP yields an admissible potential heuristic, and we can choose any objective function to bias the choice of heuristic towards ones that are expected to be informative.

The paper by Pommerening et al. only defines the LP for tasks in TNF and refers to a technical report (Pommerening et al. 2014) for the details of the construction in the general case because the transition-normalized case is much easier to understand and conveys the intuition of the idea much better. Here we show that the LP for a general task (adapted from the technical report) is equivalent to the LP given in the paper for the task in TNF. This means that the simpler definition for tasks in TNF is sufficient and can be used for general tasks by means of transition normalization.

**Definition 3.** (Pommerening et al. 2014) Consider a planning task $\Pi = (V, \mathcal{O}, s_t, s_e)$. The potential function for facts of $\Pi$ has to satisfy the general fact potential constraints over the unrestricted LP variables $P_f$ for every fact $f$ and $\text{Max}_V$ for every variable $V$:

\[
P_{V \rightarrow v} \leq \text{Max}_V \text{ for all facts } V \rightarrow v\]

\[
\sum_{V \in V} \text{maxpot}(V, s_e) \leq 0
\]

\[
\sum_{(V \rightarrow v) \in \text{eff}(o)} \text{maxpot}(V, \text{pre}(o)) - P_{V \rightarrow v} \leq \text{cost}(o)
\]

for all $o \in \mathcal{O}$

where $\text{maxpot}$ is a function mapping a variable $V$ and a partial state $p$ to the LP variable that represents the maximal potential for a fact of $V$ that is consistent with $p$:

\[
\text{maxpot}(V, p) = \begin{cases}
P_{V \rightarrow v} & \text{if } (V \rightarrow v) \in p \\
\text{Max}_V & \text{otherwise}
\end{cases}
\]

For tasks in TNF, the definition is much simpler:

**Definition 4.** (Pommerening et al. 2015) Consider a planning task $\Pi = (V, \mathcal{O}, s_t, s_e)$ in TNF. The TNF potential function for facts of $\Pi$ has to satisfy the TNF fact potential constraints over the unrestricted LP variables $P_f$ for every fact $f$:

\[
\sum_{f \in s_e} P_f \leq 0
\]

\[
\sum_{f \in \text{pre}(o)} P_f - \sum_{f \in \text{eff}(o)} P_f \leq \text{cost}(o) \quad \text{for all } o \in \mathcal{O}
\]

**Theorem 4.** Let $\Pi$ be a planning task. The general fact potential constraints of $\Pi$ are equivalent to the TNF fact potential constraints of TNF($\Pi$).

**Proof:** Transition normalization introduces a new value $u$ for every variable $V$ and a “forget operator” for every fact $V \rightarrow v$. The new operator leads to the constraint $P_{V \rightarrow v} - P_{V \rightarrow u} \leq \text{cost}(o) = 0$, or equivalently $P_{V \rightarrow v} \leq P_{V \rightarrow u}$. Setting $P_{V \rightarrow u} = \text{Max}_V$ shows the theorem.

**Conclusion**

We introduced transition normal form, a normal form for planning tasks that has been informally considered before (usually as a simplifying assumption, rather than an actual normal form to convert to) without having received any detailed attention. We showed that general planning tasks can be converted to transition normal form easily with a very mild increase in representation size, unlike the worst-case exponential transformations described in the literature. The normal form is unobtrusive in the sense that the process of normalization does not appear to lose information for any of the commonly considered techniques in heuristic planning.

The *raison d’être* of transition normal form is that it greatly simplifies core concepts of a surprisingly large number of planning approaches, especially those related to domain transition graphs, regression, and any concepts that emphasize the flow of values of finite-domain state variables (as in the recently suggested state equation and potential heuristics). Several techniques that look technically involved in the general case look crisp and clear for planning tasks in transition normal form.

Transition normal form will not revolutionize the world of classical planning, but we believe it can make many planning researchers’ lives considerably easier at least some of the time, and it deserves to be widely known.
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