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Abstract

In many online environments, such as massive open online courses and crowdsourcing platforms, many people solve similar complex tasks. As a byproduct of solving these tasks, a pool of artifacts are created that may be able to help others perform better on similar tasks. In this paper, we explore whether work that is naturally done by crowdworkers can be used as examples to help future crowdworkers perform better on similar tasks. We explore this in the context of a product comparison review task, where workers must compare and contrast pairs of similar products. We first show that randomly presenting one or two peer-generated examples does not significantly improve performance on future tasks. In a second experiment, we show that presenting examples that are of sufficiently high quality leads to a statistically significant improvement in performance of future workers on a near transfer task. Moreover, our results suggest that even among high quality examples, there are differences in how effective the examples are, indicating that quality is not a perfect proxy for pedagogical value.

Introduction

In new online learning and work platforms that attract large numbers of people, many learners either individually or collectively make artifacts over the course of their interactions in the platform. These learner-generated artifacts can potentially be used to impact the learning opportunities of future learners, via learnersourcing (Kim 2015). For example, in massive open online courses, students create open-ended artifacts such as essays, computer programs, designs, and mathematical proofs. These artifacts are often presented to other learners in peer-evaluation exercises, and while the primary purpose of this is to scale grading (Piech et al. 2013), some instructors have treated evaluating peer work as an explicit learning opportunity (Devlin 2013). In Scratch, the popular online programming community and learning environment for kids, learners are encouraged to remix other kids’ programs (Resnick et al. 2009), which has been shown to serve as a pathway for learning (Dasgupta et al. 2016). Finally, in crowdsourcing platforms, many crowdworkers do large numbers of tasks for requesters. While a lot of crowdsourcing tasks on websites like Amazon Mechanical Turk are microtasks, which are relatively easy, do not require creativity, and require little training, recent research has investigated crowdsourcing more complex work (Kittur et al. 2013; Doroudi et al. 2016; Streuer et al. 2017). For such tasks, workers might create complex artifacts (e.g., product reviews or website designs). As such, these artifacts could be presented to other workers as an inspiration or means of better understanding how to perform the task.

Thus, one way in which naturally generated learnersourced artifacts can be used is to bootstrap the creation of low-cost curricula where we might not have the tools or time to create a high quality curriculum from scratch. Crowdsourcing is a particularly interesting domain to explore the effects of peer-generated artifacts for learning, because crowdsourcing and human computation tasks often come from ill-structured domains, where we do not have existing curricula to help teach workers. Moreover, the types of complex crowdsourcing tasks could be evolving over time as the future of work evolves and requesters have new needs. In this paper, we explore the efficacy of presenting work generated by crowdworkers as examples to help future crowdworkers perform better on similar tasks. Using peer-generated work for training has the benefit of potentially forming a self-sufficient pipeline for improving the quality of crowd work over time, without requiring requesters to invest into training.

In particular, we examine how to effectively use peer-generated examples in the context of a task where crowdworkers read two Amazon product pages and write a review that compares and contrasts the two products. We first ran an experiment to test the efficacy of various ways of presenting peer-generated artifacts (i.e., showing a single example, showing pairs of examples, and showing worker-generated guidelines) on future task performance. We found
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*The title of this paper is an allusion to a quote from the movie Ratatouille: “In the past, I have made no secret of my disdain for Chef Gusteau’s famous motto: ‘Anyone can cook.’ But I realize, only now do I truly understand what he meant. Not everyone can become a great artist, but a great artist can come from anywhere.”

†Doroudi is now affiliated with the University of California, Irvine.

Copyright © 2019, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved.
that randomly presenting peer-generated examples or guidelines did not lead to statistically significant higher performance than providing no training, presumably because the average quality of peer-generated examples was low. In our second experiment, we found that showing peer-generated examples of sufficiently high quality can lead to improved performance on future tasks.

Further, analysis of experimental results suggests that not all high quality examples are equal in terms of learning outcomes. Although future work is needed to characterize which characteristics of high quality examples correlate with better learning, our preliminary analysis indicates that simple surface-level features, like the formatting of an example, may be an indicator. These observations pave the way for future work on automatically searching the space of peer-generated examples to find ones that are more effective. By automatically discovering what makes a learnersourced example pedagogically effective, future work could not only serve the practical goal of bootstrapped example creation and consequently good learning outcomes for crowdsourcing workers, but also serve the scientific goal of determining what makes a good example good.

This paper makes several contributions to the crowdsourcing community. First, we demonstrate that for a product review task, showing random peer examples may not be an effective form of training crowdworkers. However, we find that showing two high quality examples can improve worker performance. Finally, we find that quality is not a perfect proxy for pedagogical effectiveness, and we find preliminary evidence that the formatting of peer examples correlates with learning outcomes. Moreover, this paper also contributes to the learning sciences by illustrating how learner contributions could benefit other learners, an idea which could also be of value to massive open online courses and even traditional classroom settings. The broader vision of this paper is envisioning how to create a self-sufficient pipeline to prepare workers for the ever-changing demands of the future work.

Related Work

Learnersourcing

The concept of learnersourcing refers to “crowdsourcing with learners as the crowd” often to help improve the educational experience of future learners (Kim 2015). Of most relevance to the present work are studies that have specifically looked at how to use learnersourcing to create new educational content that can help future learners (Williams et al. 2016; Heffernan et al. 2016; Whitehill and Seltzer 2017; Mitros 2015; Farasat et al. 2017; Glassman et al. 2016).

For example, Williams et al. (2016) developed a system called AXIS that had learners generate explanations to math word problems that could later be used to help other learners. They used a multi-armed bandit algorithm to automatically discover the explanations that learners found to be most useful. In a randomized experiment, they showed that learner-generated explanations that AXIS chose to present to students led to higher learning gains than explanations that did not meet a set of pre-specified quality checks. Their result is similar to ours in that it shows that not all learnersourced explanations are useful, but identifying good peer-generated explanations can be effective. However, they only compared their AXIS-chosen explanations to ones that were specifically thought to be bad, so it is not clear how effective random (or even above-median) explanations would have been. In our study, we show that random peer examples are not very effective, but high quality examples can be.

Moreover, AXIS and several other studies (Mitros 2015; Farasat et al. 2017; Glassman et al. 2016; Chiang, Kasunic, and Savage 2018) perform what is called active learnersourcing (Kim 2015), where learners are explicitly asked to do work that could be useful for future learners. For example, in the context of crowdsourcing, Chiang, Kasunic, and Savage (2018) developed Crowd Coach, a plugin where workers can give their peers short snippets of advice for how to do tasks while working on Amazon Mechanical Turk. In this paper, we are interested in passive learnersourcing (Kim 2015): leveraging artifacts generated from work that would be conducted regardless. Passive learnersourcing has the advantage of not requiring additional work or cost to create curricula, which could be particularly useful in crowdsourcing settings where requesters have a limited budget.

There has been some prior work that could be considered passive learnersourcing in the context of training crowdworkers. For example, Zhu et al. (2014) compared having crowdworkers review other crowd work against simply doing more crowdsourcing tasks, and found that reviewing other workers’ work was a more effective form of training. Similarly, in prior work, we compared validating other workers’ solutions to complex web search tasks against using expert examples and doing more tasks (Doroudi et al. 2016). We found that validating other workers’ solutions could be potentially as effective, and possibly more effective than, reading expert examples, if the solutions that were being validated were sufficiently long. This result resonates with our finding in this paper that reading random peer-generated examples may not be a very effective form of training, but reading high quality examples can be effective. However, these works differ from the current paper in that here we test presenting crowd work to workers as examples instead of validation tasks. Validation might be more effective in some cases, but it requires extra work before workers can tackle the tasks themselves.

Crowdsourcing as Learning at Scale

In addition to work on learnersourcing, there is an emerging body of work studying learning in crowdsourcing platforms. There are a number of studies that have looked into various ways of training crowdworkers, in addition to the ones mentioned above (Oleson et al. 2011; Dow et al. 2012; Singla et al. 2014; Mamykina et al. 2016; Streuer et al. 2017; Wang, Hicks, and Luther 2018). Beyond simply training crowdworkers to do better on particular tasks, recent work has looked into understanding how crowdsourcing platforms...

1While we do consider using guidelines created by workers as a form of active learnersourcing, we primarily focus on directly using product reviews written by workers as examples.
can support learning as part of crowdwork and to foment the longer term development of worker skills (Krause et al. 2016; Dontcheva et al. 2014; Suzuki et al. 2016; Jun, Arian, and Reinecke 2018). For example, Jun, Arian, and Reinecke (2018) showed that workers value learning about scientific studies that they participate in. Our work fits into this narrative of crowdsourcing platforms as not just platforms to test learning at scale ideas, but to enact and support learning at scale.

**Ill-Structured Domains**

An ill-structured domain is a domain where the problem space is not (or cannot be) entirely well-specified and as such we do not have algorithms that can solve problems from such a domain (Newell 1969). According to Newell (1969), an ill-structured problem is one which humans can often solve but known algorithms (at least under the current state-of-the-art) cannot. It is thus natural that crowdsourcing tasks are often from ill-structured domains, because the very reason we resort to solving them with people is that we cannot do so with computers. As such, they can also be difficult to teach.

Prior work in educational psychology and the learning sciences has explored instruction for particular ill-structured domains. Some work has shown that examples can help novice learners on retention and near transfer tasks (i.e., tasks that share similar features with the example), but less so on far transfer tasks (i.e., tasks that are somewhat different from the example but may involve similar high-level approaches) (Kyun, Kalyuga, and Sweller 2013). Other work has suggested that direct instruction (including giving an example for a single task) is in principle not beneficial for ill-structured domains (Spiro and DeSchryver 2009). Instead, researchers have suggested using multiple examples from different tasks in ill-structured domains (Spiro et al. 1988), so learners can understand the variety of distinct cases that fall into that domain. This earlier work motivates the methods we test for training crowdworkers. However, the present work expands on this literature on ill-structured domains by exploring the use of peer-generated examples for teaching in ill-structured domains.

**Task Design**

The task we study here is writing product comparison reviews, which serves as an example of a subjective ill-structured task. Workers are given links to two Amazon pages for products that are somewhat similar but with several salient differences. Writing product reviews is a crowdsourcing task that has been used in prior research in training crowdworkers (Dow et al. 2012; Zhu et al. 2014; Streuer et al. 2017). Prior work had crowdworkers review products that they own, but this limits the ability to use crowdsourcing to review particular products. Therefore, we wanted workers to review specific products available on Amazon. We chose to have workers compare two products, instead of reviewing one, both because the comparative nature of the task would help ground the content of the review and because product comparisons are a common service that many websites provide. Workers were instructed as follows:

Please look through the following two product pages and write a summary review that compares and contrasts the two products. Try to make the review as useful as possible for someone who wants to choose which product to purchase.

We had workers write reviews for three distinct categories of products: smoke alarms, board games, and gluten-free macaroni and cheese products. We choose product categories that are very different from one another so that we could test both whether it is useful to see examples of reviews for products from the same category (i.e., near transfer) as well as whether seeing examples from products of a different category can be useful (i.e., far transfer). We were particularly interested in identifying how to best support transfer, as one can imagine crowdsourcing requesters may need to have workers complete many similar tasks but for different categories, and the categories of interest might change over time. We used five tasks in particular: two for smoke alarms (Tasks A and A'), two for board games (Tasks B and B'), and one for macaroni and cheese (Task C). Tasks A and B were used to collect an initial pool of examples that we could show workers, and Tasks A', B', and C were used to test workers to see if examples improve their performance.

**Experimental Design**

All of our experiments were conducted on Amazon Mechanical Turk, with the tasks being completed on Qualtrics. Workers who accepted our Mechanical Turk Human Intelligence Task (HIT) were first given a consent form and randomly assigned to one of several conditions (depending on the experiment). After giving consent, workers were given instructions possibly followed by some form of training (seeing examples or guidelines) depending on the condition they were assigned to. Workers were asked to spend as much time as they needed reading the examples or guidelines they were presented. They then completed up to three tasks in order (A', B', and C) followed by a short survey with qualitative questions about the difficulty of the task and usefulness of training. Workers were free to stop working on the tasks at any point in time, at which point they were given the survey. Workers were paid $0.50 just for doing the HIT and survey, in addition to $2 for each product comparison review they completed. They were told that they would receive the bonus payment provided that they follow the instructions. Additionally, workers were given $0.50 for each example or guidelines that they had to read. The pay was chosen so that workers could expect a wage of $11/hour if they spent 10 minutes on each review, and as such workers were suggested to not spend more than 10 minutes writing each review.

After each experiment, we had workers grade the solutions both in terms of overall quality as well as checking whether the review contained specific features. We first released a HIT to test workers ability to accurately grade some gold standard reviews. Only workers who had participated
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2This is in line with Dynamo’s ethical standards for paying crowdworkers: http://wiki.wereadynamo.org/index.php/Fair_payment.
in the associated experiment were allowed to take the HIT. Workers who were qualified, were then given access to HITs for each review that needed to be graded. Each review was graded by three to five different workers using a rubric. The rubric consisted of two parts. First, the graders were asked whether or not the review mentioned particular points that we believed were worth mentioning in the product reviews (e.g., price and average star rating). Second, the graders were asked to rate the overall quality of the solution using the following scale:

1. The review is misleading or does not really contain useful information (e.g., contains a major factual error that could result in purchasing the wrong product).
2. The review has some distinctions between the two products, but you basically need to do your own research from scratch to decide which product to buy.
3. The review would be helpful, but you would need to do more research to decide which product to buy.
4. The review would help you decide which product is best, but could have had some more information or could have been structured better.
5. It’s hard to imagine a more useful resource for someone to decide which product to buy. The review appears to contain no factual errors.

In this paper, we only use this overall quality scale to evaluate the efficacy of the different types of training. To measure the inter-rater reliability of the quality scores, we computed the intraclass correlation coefficient, namely ICC(1, k), which measures how likely it is that two randomly chosen samples of k graders would assign the same quality (1-5) for a given review (Shrout and Fleiss 1979). The intraclass correlation coefficients for all experiments are shown in Table 1. In the example collection phase, we used 5 workers to grade each review, while in the subsequent experiments, we only used 3 workers, which could explain why the correlation was a little lower for those experiments. However, overall the intraclass correlation tends to be high, meaning the average overall quality per review can be a reliable way of measuring review quality.

### Example Collection

We recruited 70 Mechanical Turk workers to complete up to three tasks (A, B, and C). In addition to collecting examples from tasks, we also wanted to collect general guidelines for doing product comparison review tasks which we could also test. Workers were randomly assigned to one of two conditions. In one condition, workers just completed the three tasks, but in the second condition, after doing two tasks, workers were asked to write down general guidelines for doing the tasks. The experimental design is shown in Figure 1(a). We randomly assigned the workers to these two conditions in order to assess whether writing guidelines is beneficial to the workers who write the guidelines themselves, namely whether it improves their performance on Task C. 56 workers submitted acceptable work; work was rejected when workers clearly did not put an honest effort into the task, for example by copy-pasting text from the Amazon product pages (which the instructions explicitly told them not to do). This process resulted in 56 reviews for Task A, 47 reviews for Task B, and 41 reviews for Task C (which were not used as examples).
Table 2: Experiment 1 Results. The highest-performing condition for each task is shown in bold and the lowest-performing condition is italicized. The highest-performing median-split condition for each task is also shown in bold. ≥ indicates above-median (greater than or equal to median) example quality and < indicates below-median example quality.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Num of Workers</th>
<th>Task A’</th>
<th>Task B’</th>
<th>Task C’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>92</td>
<td>2.43 ± 0.7</td>
<td>3.00 ± 0.7</td>
<td>2.58 ± 0.7</td>
</tr>
<tr>
<td>One Example</td>
<td>102</td>
<td>2.27 ± 0.7</td>
<td>2.85 ± 0.7</td>
<td>2.66 ± 0.7</td>
</tr>
<tr>
<td>Two Examples</td>
<td>97</td>
<td>2.47 ± 0.7</td>
<td>3.02 ± 0.7</td>
<td>2.67 ± 0.7</td>
</tr>
<tr>
<td>Guidelines</td>
<td>101</td>
<td>2.47 ± 0.6</td>
<td>2.94 ± 0.7</td>
<td>2.68 ± 0.7</td>
</tr>
<tr>
<td>One Example ≥</td>
<td>52</td>
<td>2.40 ± 0.7</td>
<td>2.87 ± 0.7</td>
<td>2.68 ± 0.8</td>
</tr>
<tr>
<td>One Example &lt;</td>
<td>50</td>
<td>2.14 ± 0.7</td>
<td>2.83 ± 0.6</td>
<td>2.64 ± 0.7</td>
</tr>
<tr>
<td>Two Examples ≥, ≥</td>
<td>23</td>
<td>2.57 ± 0.8</td>
<td>3.09 ± 0.8</td>
<td>2.86 ± 0.7</td>
</tr>
<tr>
<td>Two Examples ≥, &lt;</td>
<td>24</td>
<td>2.65 ± 0.5</td>
<td>3.01 ± 0.7</td>
<td>2.74 ± 0.7</td>
</tr>
<tr>
<td>Two Examples &lt;, ≥</td>
<td>27</td>
<td>2.47 ± 0.7</td>
<td>3.07 ± 0.6</td>
<td>2.45 ± 0.6</td>
</tr>
<tr>
<td>Two Examples &lt;, &lt;</td>
<td>23</td>
<td>2.20 ± 0.6</td>
<td>2.90 ± 0.7</td>
<td>2.61 ± 0.8</td>
</tr>
</tbody>
</table>

There appeared to be no difference between the two conditions in the overall quality of Task C (2.4 for workers who created guidelines vs. 2.42 for workers in the control).

**Experiment 1: Random Examples**

In our first experiment, we wanted to test whether randomly presenting examples or guidelines improves the performance of workers on future tasks. In addition, we wanted to test what types of peer-generated artifacts are effective for training, both for near transfer tasks and far transfer tasks. We hypothesized that seeing examples help for near transfer tasks (e.g., seeing an example from Task A’ would improve performance on Task A), while seeing a diversity of examples or general guidelines would lead to higher performance for far transfer tasks.

As such, we randomly assigned workers to one of four conditions. In the control condition, workers received no training. In the one example condition, workers saw a single randomly chosen example from Task A. In the two examples condition, workers saw a randomly chosen example from Task A followed by a randomly chosen example from Task B (both presented on the same page). Finally, in the guidelines condition, workers saw randomly chosen guidelines written by workers. These conditions are depicted in Figure 1(b)x. The workers were informed the examples and guidelines they saw were randomly chosen. Since randomly chosen examples could be of bad quality, workers were also provided the average overall quality score for each example that they saw and were told that both good and bad examples could help inform their work.

We recruited 433 participants from Mechanical Turk, of which 416 submitted acceptable work and 392 completed at least one of the test tasks.

**Results**

The results are shown in Table 2. We found no significant differences between the four conditions in terms of the average quality of the reviews for any of the three test tasks (Kruskal-Wallis test\(^3\) with \(p = 0.09\) for Task A’ and larger \(p\)-values for the other two tasks).

Seeing two examples or guidelines generally resulted in performance that is comparable to or better than not receiving training across all tasks. However, seeing a single example appeared to be no better than the control, and trended worse on Tasks A’ and B’. Interestingly, the biggest performance benefits (across all conditions) appear to be for Task C, which was designed as a far transfer task. This counters our hypothesis that diverse examples or guidelines might be needed for far transfer but not near transfer.

**Post Hoc Analysis - Median Split Example Conditions**

We hypothesize that the reason none of these conditions appear effective—and that a single example might even be worse than no examples—is that these examples and guidelines were randomly chosen. To analyze this further, we looked at the results depending on whether the examples shown to workers were of above median or below median overall quality. The median example quality for Task A was 2.05 in the one example condition and 2.1 in the two examples condition and the median quality for Task B was 3.0 in the two examples condition. The results for these median-split conditions are shown at the bottom of Table 2. Seeing two examples of above median quality had the highest or second highest performance of all above/below median splits. However, interestingly, seeing a single example trended worse than the control on Task A’ and B’ regardless of whether the example was of above or below median quality.

**Experiment 2: High Quality Examples**

To test our hypothesis that seeing two high quality reviews may be pedagogically effective, we ran an experiment where

\(^3\)The Kruskal-Wallis is a non-parametric hypothesis test, analogous to the ANOVA, that tests if there is a difference between the distributions for each condition.
Table 3: Experiment 2 Results. The highest-performing condition for each task is shown in bold and the lowest-performing condition is italicized. The highest-performing example-split condition is also shown in bold for each task. Workers were free to leave the HIT at any time, so not all workers completed all the tasks.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Num of Workers</th>
<th>Mean Overall Quality ± Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Task A’</td>
<td>Task B’</td>
</tr>
<tr>
<td>Control</td>
<td>82</td>
<td>2.23 ± 0.8</td>
</tr>
<tr>
<td>Two Good Examples</td>
<td>69</td>
<td><strong>2.53 ± 0.7</strong></td>
</tr>
<tr>
<td>Example A1</td>
<td>18</td>
<td>2.26 ± 0.7</td>
</tr>
<tr>
<td>Example A2</td>
<td>27</td>
<td>2.60 ± 0.7</td>
</tr>
<tr>
<td>Example A3</td>
<td>24</td>
<td><strong>2.64 ± 0.7</strong></td>
</tr>
<tr>
<td>Example B1</td>
<td>20</td>
<td>2.45 ± 0.8</td>
</tr>
<tr>
<td>Example B2</td>
<td>20</td>
<td><strong>2.87 ± 0.7</strong></td>
</tr>
<tr>
<td>Example B3</td>
<td>29</td>
<td>2.34 ± 0.6</td>
</tr>
</tbody>
</table>

Table 4: Average number of newline characters in reviews written by workers who saw each example. The example that resulted in the most newline characters for each task is shown in bold and the one that resulted in the least newline characters for each task is italicized.

<table>
<thead>
<tr>
<th>Example</th>
<th>Task A’</th>
<th>Task B’</th>
<th>Task C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example A1</td>
<td>1.7</td>
<td>1.7</td>
<td>1.3</td>
</tr>
<tr>
<td>Example A2</td>
<td>2.3</td>
<td>2.2</td>
<td>2.0</td>
</tr>
<tr>
<td>Example A3</td>
<td>2.3</td>
<td>3.1</td>
<td>1.9</td>
</tr>
<tr>
<td>Example B1</td>
<td>1.0</td>
<td>1.2</td>
<td>1.1</td>
</tr>
<tr>
<td>Example B2</td>
<td><strong>3.0</strong></td>
<td><strong>3.6</strong></td>
<td><strong>2.3</strong></td>
</tr>
<tr>
<td>Example B3</td>
<td>2.4</td>
<td>2.5</td>
<td>2.0</td>
</tr>
</tbody>
</table>

We compared no training with showing workers two examples, drawn from one of the three highest overall quality score examples from each of Task A and Task B (two good examples condition). These examples are shown in Figures 2 and 3. Each example had much higher quality (between 3.6 and 4) than the median overall quality for its associated task. Other than the examples shown, everything in this experiment was the same as the previous experiment for the control and two examples conditions.

We recruited 161 workers on Mechanical Turk, of which 151 completed at least one task.

**Results**

The results are shown in Table 3. For each task, we ran a Mann-Whitney-U test\(^4\) to see if the two good examples condition had significantly higher median overall quality than the control. The result was statistically significant for Task A’ (\(p = 0.005\)) with a Glass\(^5\) \(\Delta\) effect size of 0.4, but not for the other two tasks. However, the trend seems to indicate that seeing two good examples was better than control for the other tasks as well.

**Post Hoc Analysis - Specific Example Effectiveness**

A key motivation for the second experiment was that different examples may be of varying pedagogical value to future workers. The combined results of both experiments suggest that the quality of the example itself is an important feature, since high quality examples were associated with higher performance on subsequent tasks. However, it is natural to assume that there may be additional features that correlate with the teaching effectiveness of an example. In this section, we discuss our post hoc exploratory analysis towards identifying what makes an example pedagogically effective.

To do so, we first examine if there are differences between the performance of workers who receive different pairs of high quality examples. We then examine how the formatting of the examples might explain some of these differences.

The idea that additional features may be important for pedagogical quality is supported by the bottom two sections of Table 3 which show the results for the two good examples condition subdivided by each particular example. Examples A2, A3, and B2 were associated with a positive effect on review quality for all tasks. Example A1 was generally no better than the control for all test tasks, and Examples B1 and B3 were no better than the control for some test tasks (and always worse than A2, A3, and B2). Moreover, although there were only a few workers who saw each specific pair...
of examples, our results suggest that some pairs of good examples might be especially effective. For example, the four workers who saw both Examples A2 and B2 had an average quality of 3.67 on Task C, which was substantially higher than the control (Glass’ Δ effect size of 1.3) and the average for the two good examples condition.

However, recall that our measure of quality for each example was the average of three ratings by crowdworkers, which could be quite noisy. This could mean the examples that led to higher performance were actually of higher quality than examples that led to lower performance. To see if this was the case, we decided to get more accurate ratings for the quality of one example for each task that led to high performance (i.e., A3 and B2) and one example for each task that was seemingly ineffective (i.e., A1 and B3). We recruited nine crowdworkers who had not done any of our previous tasks to rate all four examples. The average ratings were 3.44 for A1, 3.67 for A3, 4 for B2, and 4.56 for B3. Based on these ratings, the two examples from Task A do not seem to differ substantially in quality, but B3 appears to be much better than B2. In particular, all nine workers rated B3 as being equal to or better than B2. However, B3 was the example which was expected to be least pedagogically effective. This again suggests that quality may not be a perfect proxy of pedagogical value.

Post Hoc Analysis - Effect of Formatting In looking at the actual examples (Figures 2 and 3), it appears that one important distinction between pedagogically effective and ineffective examples may be the example formatting, such as the number of newline characters. Indeed, examples that had more spacing (i.e., distinct paragraphs) tended to be better (with the exception of Example B3, which actually had the most spacing, but was not effective except on Task B’).

In order to verify that the formatting actually has an effect on workers, we looked at the average number of newline characters in reviews written by workers who saw each example, as shown in Table 4. Workers who saw examples with fewer newline characters also on average wrote product comparison reviews with fewer newlines. A post hoc Mann-Whitney-U test shows that indeed workers who saw Example B2 appear to have used significantly more newline characters than workers who saw Example B1 on all three tasks ($p < 0.005$ on Task A’ and B’, and $p < 0.05$ on Task C, though we did not control for multiple comparisons).

Discussion

We have shown that seeing two high quality peer examples led to statistically significant higher performance on Task A’ compared to not receiving training. The trends suggest that
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COOWOO Smoke Alarm versus First Alert Smoke Alarm. One big difference in these two smoke alarms is that the COOWOO is not hard wired. Instead, the CoolWoo is operated by a 10-year lithium battery whereas the First Alert is hard wired and relies on a 9-volt battery back up to keep your family safe during a power outage. The First alert also has an ionization sensor which helps to detect fast flaming fires.

The First Alert can be interconnected with up to 12 other compatible smoke alarms and six compatible devices such as repeaters, door closers, bells, and horns. If one unit triggers an alarm, all the smoke alarms will sound. There is also an indicator which will show which unit initiated the alarm.

On the other hand, the COOWOO has a photoelectric Sensor and an alarm sensitivity of 1.0 2.52%/ft. O2S. When the smoke alarm device detects particles of combustion and the concentration of smoke reaches the alarm threshold, the red LED flashes once per second and emits a loud pulsating alarm until the smoke is cleared. It has an alarm volume of $\text{&gt;}58dB(A)$ 3 meters.
two high quality peer examples also improved performance on the other test tasks. However, it could be that we did not have enough power to detect a significant effect on Tasks B' and C, both because there was a drop-out of workers after the first task and because the effect of examples might be smaller on Tasks B' and C. One reason for the examples having a smaller effect on the latter two tasks could be the fact that baseline performance on those tasks is higher than for Task A' (as seen in the control condition for both experiments as well as in the example collection phase). This could be because Tasks B' and C are easier and/or because worker performance improves as they do more tasks, which has been seen in prior work (Doroudi et al. 2016; Pan et al. 2016).

How Many Examples?
Although our first experiment suggested that a single example is not an effective form of training, we cannot say for sure if seeing one high quality example (e.g., Example B2) is not sufficient. On the other hand, if indeed seeing more examples is useful, especially seeing a diversity of examples to support generalization to different future tasks (Sprio et al. 1988), then perhaps seeing three or more examples could lead to higher performance than seeing two. However, we anticipate diminishing marginal returns and seeing many examples could lead to boredom, frustration, and/or lack of engagement with the examples, as we have seen in our prior work (Doroudi et al. 2016). Two examples seems to balance maximizing the effect of examples on future performance and avoiding worker frustration, but this should be confirmed in future work.

Multiple examples may be more effective if presented at the right time rather than all at once before workers perform the task. For example, Slangluleue et al. (2015) found in the context of an ideation task that giving examples of ideas is best when presented upon request or when individuals seem stuck, rather than presenting them in a regular interval. In our prior work, we found that providing an example solution for a task that workers have just completed as a form of feedback (e.g., as in a gold standard task), may actually be counter-productive (Doroudi et al. 2016). The optimal timing and number of examples will likely be task-dependent, and more investigation is needed to determine how to best present examples for different kinds of tasks.

Examples and Transfer
We initially hypothesized that seeing multiple examples or guidelines would be more beneficial for near transfer tasks; however, our results do not indicate this was the case. In Experiment 1, we found that performance increases (although not significant) were highest on Task C (far transfer), for all forms of training. In Experiment 2, performance increases on Task C appear comparable to, if not greater than, performance increases on Task B’ (near transfer). This may be because for some reason there is a lower barrier to learning how to write a good review for Task C than for the other tasks, even though Task C is a different kind of task. It would be interesting to investigate this further in future work.

Going Beyond Quality
Our results seem to further suggest that if we had only shown a particular pair of examples to all workers (for instance, Examples A2 and B2), we may have seen a significant improvement on Tasks B’ and C. These results suggest that prop-

---

Figure 3: Three examples for Task B (comparing the board games Ticket to Ride and Pandemic) used in Experiment 2. The average quality of Examples B1, B2, and B3 as rated by three workers were 3.8, 3.8, and 4 respectively.
erly chosen examples can be pedagogically valuable for both near and far transfer tasks. Future experiments are needed to confirm this.

This also suggests the potential benefit of using machine learning to try to automatically find the best example. One approach would be to use a multi-armed bandit algorithm to select the best example, perhaps after narrowing examples to ones that are of high quality, so that the algorithm would converge more quickly to finding a good example. This approach would be similar to the AXIS system (Williams et al. 2016). However, unlike AXIS, our results suggest that we may not simply want to find examples that are rated as being of high quality, but rather, examples that actually lead to higher performance gains for workers.

Another approach is to fit a model that predicts how pedagogically valuable each example is. Prior work has examined fitting models to characterize the pedagogical value of crowdsourced examples and explanations (Aleahmad, Aleven, and Kraut 2010; Mustafaraj et al. 2018), but they have not actually used such models to select examples. (Krause et al. 2017) fit a model using natural language features to predict the perceived helpfulness of crowdsourced feedback on design work. Various natural language features, such as the complexity of the feedback, whether justifications were provided, and the feedback sentiment, were found to all correlate with helpfulness. The authors used this model to develop a critique rubric for feedback providers, and showed that such a rubric can improve the quality of provided feedback.

Such a model could potentially generalize to predicting the pedagogical value of peer-generated examples that we have never tested on learners before. Additionally, such a model could predict what kinds of features make up a good peer-generated example, contributing to the learning sciences literature. The exact features that are most relevant to pedagogical value are likely to be task dependent; for example, a good example solution to a math problem may look different than a good product review. An automated approach could help identify the right features for each task. A key challenge to this would be identifying the features of the examples that the model would use. We have seen that structural features such as formatting may be indicative of example quality, which agrees with prior work showing that clearly delineating sub-goals improves the efficacy of worked examples (Eiriksdottir and Catrambone 2011). Our own prior work has also shown that the length of a reviewed peer-generated solution could be a good indicator of its pedagogical value (Doroudi et al. 2016). Similarly, Krause et al. (2016) found that among all features in their model for predicting feedback helpfulness, the feedback length was the most correlated with perceived helpfulness. Thus, it is possible that structural features of examples can be good proxies for pedagogical effectiveness, but perhaps richer features that are based on the semantics of the examples, such as some of the natural language features considered by Krause et al. (2016), could improve the accuracy of predictions.

Conclusion

Using artifacts created by workers to help teach other workers is a promising way to provide training in a scalable fashion. We have shown that presenting examples generated by crowdworkers can help other crowdworkers perform better on writing product comparison review tasks if those examples are of sufficiently high quality. We have also found preliminary evidence that quality alone is not a perfect predictor of pedagogical value, and other features, such as formatting, might be useful in that regards. Our work takes one step in the direction of envisioning how to create ecosystems where on-demand work and learning are integrated and support one another in a symbiotic fashion.
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