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Abstract

Machine learning algorithms often require quantitative ratings from users to effectively predict helpful content. When these ratings are unavailable, systems make implicit assumptions or imputations to fill in the missing information; however, users are generally kept unaware of these processes. In our work, we explore ways of informing the users about system imputations and experiment with imputed ratings and various explanations required by users to correct imputations. We investigate these approaches through the deployment of a text messaging probe to 26 participants to help them manage their psychological wellbeing. We provide quantitative results to report users’ reactions to correct vs. incorrect imputations and the potential risks of biasing their ratings. Using semi-structured interviews with participants, we characterize the potential trade-offs regarding user autonomy and draw insights about alternative ways of involving users in the imputation process. Our findings provide useful directions for future research on communicating imputation and interpreting user non-responses.

Introduction

Many systems rely on human feedback for improvement (Ricciardelli and Biswas 2019; Khan et al. 2021). For example, a text messaging system that aims to help people manage their stress may ask a user to rate a supportive text they age their psychological wellbeing. We provide quantitative results to report users’ reactions to correct vs. incorrect imputations. Additionally, we can investigate the feasibility of this idea, we investigated the following two
research questions:

- **RQ1**: How does such a framework affect different components of users’ response behavior (e.g., response rate, effort in generating ratings)?
- **RQ2**: What potential challenges might arise when users interact with the framework and correct the imputed value?

Our investigation into the design of our framework started with interviews with four professionals with expertise in machine learning, statistics, and human-computer interaction. Based on their responses and a review of the literature, we identified several design elements, related to user involvement and various ways of explaining the imputation process. To explore the proposed framework, we ran a longitudinal study with 26 participants over a period of 9 days. The study involved a text messaging probe that provided suggestions for managing stress and promoting psychological wellbeing. During the whole study period, after an initial rating prompt, non-respondents were randomly assigned to receive a regular reminder to provide a rating or a version of our proposed messages which informed users of imputations and allowed them to correct them. We integrated all design elements from our interviews with professionals into designing the messages; we experimented with different explanations of the imputation process and explained why users should give their feedback. Our results showed that the proposed messages were comparable to regular reminders in terms of eliciting user responses. Participants found it easier to rate messages when they were given the imputed ratings as a benchmark, as opposed to just being reminded to rate the messages with no imputed ratings. This highlights the potential of involving users in the imputation process to make the rating generation process less burdensome for users. However, we observed more responses than expected for the cases where people’s given ratings were the same as the imputed values. Our findings also indicate that people tended to give slightly higher ratings than the imputations they saw on average. Lastly, we provide important qualitative feedback regarding various aspects of user experience (e.g., participants may feel they have less control over their interaction with the proposed framework, explaining the imputation process should involve mentioning examples and sources of data).

Our contributions include the following:

- The proposal of a novel framework that involves users in the data imputation process
- Insights about different components of interacting with imputed ratings and providing user feedback (e.g., response rate, effort in generating ratings) from the deployment of a text messaging probe
- A set of considerations for future work, involving potential user bias and alternative prototypes of communicating data imputation

**Related Work**

In this section, we first provide a review of the user non-response issue, specifically focusing on the key reasons behind it. Then we go on to explain how one can address this issue by taking motivation from the literature on machine learning transparency and scrutability.

**User Non-Response**

User non-response, defined as either an agent’s failure to reply or an incomplete reply, presents significant challenges in data analysis (MacDonald et al. 2009). It reduces the sample size, thereby negatively impacting statistical power and precision. In addition, if neglected, it can carry different degrees of bias depending on the mechanism driving non-responses (Rogelberg and Stanton 2007).

Several psychology and user experience (UX) theories propose that users’ response behaviors are primarily influenced by two factors: (1) a subjective lack of motivation and (2) the objective presence of barriers (Ajzen 2005; Davis 1989). In the context of user non-response, the perceived importance of reply links to users’ perceived ease of generating and sending a response, and both factors determine whether users are motivated to reply to the message. Similarly, the coupled notions, pragmatic quality, and hedonic quality (Hassenzahl 2008), decompose the potential reasons behind user non-response. Pragmatic quality focuses on the usability aspects which relate to the barriers or burdens associated with responses, while hedonic quality focuses on the enjoyment aspects which determine whether users will be motivated to reply or not. Further, according to Fogg behavioral model (Fogg 2009), behavior is the result of motivation, ability (or simplicity of the task), and prompts. This model suggests that besides demotivation and inability, there is a third limiting factor: whether people are prompted to a behavior. For a prompt to be effective, it should be related to the expected behavior and take place when people have sufficient motivation and ability (Fogg 2009; Chounta and Nolte 2022). With the potential to fulfill these criteria, we posit that communicating the assumptions (imputed ratings) can act as a cue to prompt users for ratings.

Previous research has unveiled a significant link between the absence of motivation and user non-response (Groves, Presser, and Dipko 2004; Chou et al. 2022). Studies have shown that response rates increase significantly when participants are interested in the study topic (Law et al. 2016). Furthermore, response facilitation approaches, such as establishing the importance of the survey, providing incentives, and enhancing question relevance, have been proven effective in motivating users to respond (Rogelberg and Stanton 2007; Halbesleben and Whitman 2013; MacDonald et al. 2009). In addition to demotivation, the cognitive load and mental effort required for generating and dispatching a response also significantly contribute to user non-response (MacDonald et al. 2009). The Lazy User Theory asserts that users tend to opt for the path of least resistance when given multiple options (Tétard and Collan 2009). This theory underscores the notion that even though the cognitive load associated with generating and sending a rating might not be prohibitive, it can still influence the response rate if the process is not streamlined to be as effortless as possible. Therefore, reducing barriers and simplifying the task can be instrumental in encouraging users to leave ratings.
In this paper, we are interested in knowing how transparency (Rader, Cotter, and Cho 2018) and scrutability (Mahmoud 2021; Pardos, Fan, and Jiang 2019) affect the user non-response issue; we intend to observe whether our proposed framework reduces (or increases) users’ demotivation and the associated cognitive load.

Transparency and Scrutability

Transparency of a system enables a user to understand how it works (Rader, Cotter, and Cho 2018; Ehsan et al. 2021). The importance of transparency has already been recognized in expert systems (e.g., clinical applications, criminal justice) (Jaffe et al. 2006; Montes and Luna 2021). Stakeholders often express distrust and discomfort when they do not understand how the black box artificially intelligent models are making their decisions (Amershi et al. 2019; Yang et al. 2020; Krause, Perer, and Ng 2016). However, researchers suggest providing informed justification (e.g., an individual is consistently getting messages to do physical activities because the system thinks they are overweight) would help users follow and trust the decisions made by those models (Rader, Cotter, and Cho 2018; Kim et al. 2022; Woźniak et al. 2020; Krause, Perer, and Ng 2016; Liao et al. 2022; Cai, Jongejan, and Holbrook 2019).

The concept of transparency can be extended by scrutability (Mahmoud 2021; Pardos, Fan, and Jiang 2019; Tintarev 2007) – the quality of a system that allows a user to first understand its functioning (e.g., how it is providing a recommendation) and then enables the user to correct its assumptions when necessary. For example, if a system imputes that the user would like an intervention, whereas in reality the user does not, scrutability ensures that the user will be able to point out the flaws in the system’s decision-making process. Eventually, it allows systems to make iterative improvements and provide better recommendations in the future (Doan 2018; Tintarev 2007).

In many ways, scrutability has the potential to address the two key reasons we mentioned for user non-response. First, scrutability potentially mitigates user non-response by addressing motivation. Social Determination Theory (SDT) suggests that autonomy, competence, and relatedness, the three basic psychological needs, fuel intrinsic motivation (Ryan and Deci 2000). A scrutable system has the potential to provide autonomy through user choices and corrections, relatedness by including users in the rating generation process, and competence via transparency (Cai, Jongejan, and Holbrook 2019). By fulfilling these “be-goals” as per Hassenzahl (2008), the perceived hedonic quality is increased, which encourages users to interact intrinsically.

Second, scrutability may reduce users’ burden by showing them the algorithm-generated rating and letting them make corrections. Compared with directly asking for a rating where users need to retrieve and evaluate different aspects of their experiences, we posit that showing them an imputed rating can reduce the cognitive load by altering the salience of different pieces of information, which highlights the most important and relevant information for users to generate a rating (Shah and Oppenheimer 2008). In other words, communicating the generated imputation can play a role in information filtering that reduces cognitive load by reducing information overload (Quiroga, Crosby, and Iding 2004; Shah and Oppenheimer 2008).

In this paper, we see the quality of scrutability as a means for collecting data as well. With careful design, we believe a framework with scrutability can motivate users to provide information about their preferred content with less burden.

Semi-Structured Interviews with Professionals

Given the novel and unexplored framework we are proposing in this work, we were first concerned with getting professionals’ perspectives and determining the fundamental design aspects, such as the type of interventions or the choice of wording, that may be worth exploring in a subsequent field experiment. We leveraged existing literature and semi-structured interviews with four professionals to explore various opportunities and trade-offs of sharing imputed ratings with users.

Participants

The interviewees were recruited from email invitations and word-of-mouth. All of them had post-graduate degrees – one was a faculty member (Pr1), two were graduate students (Pr2 and Pr3), and the other was working at a software company (Pr4). All of the participants have expertise in machine learning and statistics and have worked on building digital mental health interventions. Besides, these participants also had experience publishing papers at HCI conferences. Their mean age was 31.3 ± 3.2 years old; they were of two genders (2 women, 2 men; other options were offered) and two ethnicities (2 Asian, 2 White). At the time of the study, they were living in North America.

Procedure

In the individual interviews, we first explained the motivation for our study to professionals. Then we wanted to gather their feedback on the feasibility of the approach (i.e., what if systems communicated their imputed ratings to users?). Our questions included, but were not limited to, ‘What do you think of our approach?’ and ‘Why do you think this approach would work? Why wouldn’t it work?’ To understand the design space, we also asked questions like ‘What is something that can be added to make this idea even better?’ and ‘What kinds of instructions might we provide to explain what the system is doing, how the data is being used, and why the assumption is being made?’ The semi-structured nature of the interviews allowed us to deviate from the interview script and ask clarifying questions whenever necessary.

The interviews were conducted via the Zoom video conferencing platform. One member of the research team conducted the interviews. Each interview lasted 30–60 minutes, and interviewees were compensated USD $12 for their time.

Data Analysis

After transcribing and cleaning the interview data, we followed a thematic approach to analyze the qualitative data (Cooper et al. 2012). Two members of the research team (referred to as “coders”) first reviewed all transcripts to become
familiar with the data. The data segments were then assigned to distinct codes using the open-coding process (Khandkar 2009). Each coder developed a preliminary codebook independently first; then, they proceeded to create a shared codebook after meeting several times when they identified overlapping codes and refined code definitions. The shared codebook was applied to a subset of the data, and coders again met to refine the codebook. After reaching a consensus through this iterative process, the coders applied the final codebook to separate halves of the data.

Findings
Below we highlight the important design elements that came up from our interviews and review of the literature.

User involvement An important motivation of our framework is to involve users in the imputation process, by showing them the imputed rating and allowing them to change if necessary. Literature indicates that soliciting user input can increase engagement and foster a sense of individualized experience and control over the interaction (Stout, Villegas, and Kim 2001; Segijn et al. 2021; Bansal et al. 2019).

However, excessive demands for user input could render the framework overly burdensome (Suh et al. 2016). Pr1 also anticipated this issue:

“Many times, people don’t rate, simply because they are busy. So, if they have to still respond to you with your new design, you will still get a lot of nonresponse. ... You can reduce users’ effort by giving them a number and allow them to change if it’s wrong.”

At the same time, Pr3 and Pr4 emphasized that an imputed rating should not be treated as a user rating without their explicit confirmation. Pr4 said:

“Let’s say the system is pretty good in the beginning. It kind of can assume the rating that is close to my heart. That would, I think, lose the novelty. In that case, after two or three days I would start to see, hey the message always gives my real rating, so why bother looking at it? After that even if the ratings are wrong, I would not probably notice.”

These comments motivated us to come up with a framework, where we communicate the imputed rating to users, and ask them to respond no matter whether they agree or disagree with the imputation. If they agree, we ask them to respond with “Yes”, otherwise with their actual rating.

Explaining the importance of imputation and user rating The professionals also anticipated that communicating the imputations to people without any relevant information might come across as confusing and overwhelming. All of them emphasized that users should be made aware of the importance of their feedback. They suggested that the value of user feedback should be made explicit to users. Pr1 said, “People are not gonna read the messages like how you read it. They may not know why their feedback is important. ... The system should say something like “Your responses help us give you better texts, so please respond to make the system more useful.”

We incorporate this suggestion by adding a sentence along the lines of the following text in the deployment: “We need your rating so that we can give you and others the most useful possible messages.”

Moreover, Pr2 expressed that we should also explain why the framework is showing them the imputed rating. Literature suggests that context-relevant cues can reduce the difficulty of retrieving and integrating information (Shah and Oppenheimer 2008). In this case, the imputed ratings can act as the cues that make the rating-relevant information more salient and accessible for users, thereby reducing user burden.

We incorporate this suggestion by adding a sentence along the lines of the following text:

“We will make an assumption about your rating to save time and reduce your burden.”

Explaining imputation process Our interviewees suggested that a regular user may not be aware that when they do not provide a rating, their missing rating may be imputed at the back end. Even those who know, may not be familiar with the imputation process. However, prior research suggests that communicating how recommendations are made can help users become more engaged. It can also reduce frustration, in case the provided recommendation is not satisfactory, or in our case an incorrect imputation (Zhou and Chen 2018; Alvarez-Melis et al. 2021).

Our interviewees suggested experimenting with various framings about the process of imputation. Pr1 and Pr2 reminded us that recommendations can be made using data from one particular user’s past behavior or how other people have reacted to a particular product. Again, in cases where there is limited data available, sophisticated algorithms may resort to random imputation. Hence, we experimented with three framings:

• Telling users that the imputed rating is a random number (Kalton and Kish 1984)
• Telling users that the imputed rating has been generated from their past interaction with the system (Hawthorne, Hawthorne, and Elliott 2005)
• Telling users that the imputed rating has been generated from other users’ past interaction with the system (Andridge and Little 2010)

Choice of wording and sentences We also asked our participants about how we should convey the imputed ratings. Possible choices of words and phrases included assume, predict, our best guess, and impute. Professionals generally supported the use of the word assume or assumption because the word did not have technical connotation (unlike impute), could communicate that the ratings could be changed (unlike impute or predict), and at the same time formal (unlike our best guess). Hence, we showed a sentence along the lines of the following in the text message deployment:

We will assume you rate this message a [[imputed rating]].
Deployment of a Text Messaging Probe

In this phase, we conducted a longitudinal study using a text messaging probe designed to aid individuals in managing stress and psychological wellbeing. Given past experiences with missing data and user non-response in digital mental health tools (Bhattacharjee et al. 2023a), the research team applied their proposed framework in a similar setting. Text messaging was chosen for its accessibility and ubiquity in promoting healthy behaviors, and the study also offered the opportunity to test our framework in real-life contexts (Feroz et al. 2019; Bhattacharjee et al. 2023b).

Participants

We recruited 26 participants from a large introductory programming course at a major North American University. We refer to them as P1–P26. Participants were recruited through email invitations, and they did not have to fulfill any inclusion criteria. Their mean age was 20.3±0.3 years old. They were of two genders (20 women, 6 men; other options were offered) and multiple ethnicities (18 Asian/Pacific Islander, 6 White, 1 Black, 1 undisclosed).

Study Procedure

Formation of assumption and reminder messages

We integrated all of the design elements we identified with the messages to communicate imputations. Our messages contained the texts “please let us know, so we can give you and others the most useful possible messages” to communicate the importance of giving ratings and “We will make an assumption about your rating to save time and reduce your burden” to explain the purpose of making assumptions. We made the choice to use the word ‘assume’ as an alternative to ‘impute’. We refer to these messages as assumption messages.

Assumption messages could contain any of the following three texts to explain the imputation process. We created the following three explanations.

• Assumption 1: Many technologies make these assumptions randomly.

• Assumption 2: Many technologies make these assumptions based on a particular user’s past interaction with the technology.

• Assumption 3: Many technologies make these assumptions based on other users’ interactions with the technology.

While there exists a range of imputation techniques, we were interested in observing people’s reactions to the whole space of imputed ratings - how do people’s reactions vary when the alignment between the imputed rating and assumed rating ranges from identical to completely opposite? Hence, we evenly spaced the imputed ratings from 1 to 5.

We decided to use regular reminders (that do not show any imputed ratings) as a baseline for our experiment, using which we could compare the reactions to our assumption messages. However, the regular reminders also contained similar texts to communicate the importance of giving ratings.

For this study, we use the term follow-up message to refer to assumption and regular reminder messages together, since both of them were sent as a follow-up when participants did not respond. Table 1 shows all the different follow-up messages we designed.

Formation of supportive messages to help participants manage stress

The supportive text messages for helping people manage stress were inspired by theories of cognitive behavioral therapy (CBT) (Rothbaum et al. 2000) and targeted to help people manage their stress and accompanying negative emotions. Our research team, which included faculty members and graduate students of human-computer interaction and psychology, iteratively developed a message bank containing 15 messages. The messages were inspired by prior work, online resources, and books (Haarhoff and Thwaites 2015; Kaye 2017; Niemiec 2013a,b; Robotham and Julian 2006).

Pilot Study to Inform the Design of the Main Deployment

Before starting the main deployment of the text messaging probe, we conducted a pilot study with 5 participants to decide on the time interval between various messages and refine our designed messages. These people (who were not part of the main deployment) were recruited in the same way from the same introductory programming course. We recruited them for 9 days and sent messages at different time intervals. After their interaction with the messages for 9 days, these participants suggested that a user should be allowed an hour to process and reflect on the text on stress management. After they were asked for ratings, the text messaging probe should also wait for some time before showing the imputed rating, as some participants might be motivated to give ratings without any follow-up. However, the wait time should not be too long to make people forget about their reactions to seeing the original supportive message. The suggestions for ideal time ranged from 30-60 minutes. They also suggested that the sentence containing the imputed rating should be highlighted so that the users could easily notice it.

Design of the Main Deployment

Based on the suggestions made by the pilot study participants and the already identified design elements, we designed the deployment work. The deployment study ran for 9 days. On each day, participants received a text message at a random time between 6 a.m. and midnight in their timezone. The message was selected randomly from the message bank we constructed. It was also ensured that participants did not receive the same message more than once during the study period.

After one hour of receiving the message, participants were asked to rate the message on a 1 to 5 scale. We sent the following prompt asking for ratings (Rating message):

“How glad are you receiving that message at the moment you did, based on the state you were in? Please
Hello, [[user]]! We noticed you didn’t get around to replying to our previous prompt yet, which is completely fine. However, if you are unable to respond today, we will make an assumption about your rating to save time and reduce your burden. **WE WILL ASSUME YOU RATE TODAY’S MESSAGE A [[imputed rating]]**. Many technologies make these assumptions randomly. Please type “yes” if you agree with our assumption, or text back your actual rating, so that we can give you and others the most useful possible messages.

Hello, [[user]]! We noticed you didn’t get around to replying to our previous prompt yet, which is completely fine. However, if you are unable to respond today, we will make an assumption about your rating to save time and reduce your burden. **WE WILL ASSUME YOU RATE TODAY’S MESSAGE A [[imputed rating]]**. Many technologies make these assumptions based on a particular user’s past interaction with the technology. Please type “yes” if you agree with our assumption, or text back your actual rating, so that we can give you and others the most useful possible messages.

Hello, [[user]]! We noticed you didn’t get around to replying to our previous prompt yet, which is completely fine. However, if you are unable to respond today, we will make an assumption about your rating to save time and reduce your burden. **WE WILL ASSUME YOU RATE TODAY’S MESSAGE A [[imputed rating]]**. Many technologies make these assumptions based on other users’ interactions with the technology. Please type “yes” if you agree with our assumption, or text back your actual rating, so that we can give you and others the most useful possible messages.

Hello, [[user]]! We’re just sending a friendly reminder to encourage you to reply to the previous prompt with your rating. We value your feedback as it helps us send more useful messages to you and other users.

| Assumption 1 | **Hello, [[user]]!** We noticed you didn’t get around to replying to our previous prompt yet, which is completely fine. However, if you are unable to respond today, we will make an assumption about your rating to save time and reduce your burden. **WE WILL ASSUME YOU RATE TODAY’S MESSAGE A [[imputed rating]]**. Many technologies make these assumptions randomly. Please type “yes” if you agree with our assumption, or text back your actual rating, so that we can give you and others the most useful possible messages. |
| Assumption 2 | **Hello, [[user]]!** We noticed you didn’t get around to replying to our previous prompt yet, which is completely fine. However, if you are unable to respond today, we will make an assumption about your rating to save time and reduce your burden. **WE WILL ASSUME YOU RATE TODAY’S MESSAGE A [[imputed rating]]**. Many technologies make these assumptions based on a particular user’s past interaction with the technology. Please type “yes” if you agree with our assumption, or text back your actual rating, so that we can give you and others the most useful possible messages. |
| Assumption 3 | **Hello, [[user]]!** We noticed you didn’t get around to replying to our previous prompt yet, which is completely fine. However, if you are unable to respond today, we will make an assumption about your rating to save time and reduce your burden. **WE WILL ASSUME YOU RATE TODAY’S MESSAGE A [[imputed rating]]**. Many technologies make these assumptions based on other users’ interactions with the technology. Please type “yes” if you agree with our assumption, or text back your actual rating, so that we can give you and others the most useful possible messages. |
| Regular Reminder | **Hello, [[user]]!** We’re just sending a friendly reminder to encourage you to reply to the previous prompt with your rating. We value your feedback as it helps us send more useful messages to you and other users. |

Table 1: Follow-up messages that were sent through text messages. The italicized sentences show differences across three assumption messages.

*reply with a rating between 1 (Not glad at all) to 3 (neutral) to 5 (super glad to receive it)/*

If the participant provided a rating within 45 minutes, no follow-up message was sent, and the conversation for the day would be over. However, if the participant did not, they would receive a follow-up message, which could be either one of the three assumption messages or the regular reminder message. They were scheduled to receive assumption messages on a random subset of 7 days, while the rest two days were assigned for reminders. We also note that scheduling a follow-up message for a particular day does not necessarily mean they would see that message on that day; if a participant responded with their rating within 45 minutes of the initial rating prompt, we did not send them the follow-up message. Figure 1(a) illustrates the messaging protocol for each day during the study period, and 1(b) shows how participants were scheduled to receive follow-up messages during the study period.

Participants were sent messages using Twilio, an automated message delivery platform. They were informed beforehand that their level of interaction with the text messages would not affect their compensation. After completing the study, they were invited to take part in a follow-up semi-structured interview to provide their feedback on the assumption messages. Ten participants agreed to take part in the interviews. Our interview questions included, but were not limited to:

- What did you like or not like about the experience of receiving assumption messages?
- What kinds of instructions might we provide to explain what the framework is doing, or why the assumption is being made?
- What were the advantages or disadvantages of receiving assumption messages over regular reminders that do not assume your rating?
- How can we further improve our current prototype messages?

The interviews were conducted via Zoom videoconferencing platform and lasted 15-40 minutes. All interviewees were compensated USD $12 for their participation.

**Data Analysis**

We calculated the response rates of both assumption and reminder messages. Specifically, if a participant provided a rating in response to a reminder or assumption message, we counted that as a response. We also analyzed the differences between the assumed ratings and the actual ratings people gave. The value $\alpha = 0.05$ is used as the significance level for testing the null hypothesis of no difference.

The interview data were analyzed in the same way as described in the previous interviews with professionals.

**Ethical Considerations**

The study was approved by the Research Ethics Board at the University of Toronto, Canada. Additionally, we are fully aware that research involving psychological wellbeing raises a few ethical issues that we carefully considered throughout the study (Kornfield et al. 2022). We informed participants at the beginning of the study that ours was not a crisis service, although provided them with the contact information of crisis services. Participants had the option to leave the study at any stage. We reviewed all text responses by participants on a daily basis to notice whether there was any indication of self-harm or suicidal ideation. In the unlikely
Figure 1: (a) Messaging protocol for each day during the study period (b) Schedule of follow-up messages during the study period

possibility that a message had such indication, research team members were trained to reach out to the sender and conduct Columbia-Suicide Risk Assessment protocol (Posner et al. 2008). Similar considerations were also applied to the interviews. Interviewees were informed that they could leave the conversation at any time or choose to not answer any question. However, no risk emerged during the study, and no follow-up assessment was conducted.

Findings

In this section, we initially explore the response rates to various messages, then present insights from user interviews regarding their interaction with assumption messages, and finally compare actual and imputed ratings to gain insights into users’ response behavior.

Response rates before and after follow-up messages We had 26 participants, each of whom received 9 messages, resulting in $26 \times 9 = 234$ observations in total. The response rate was 41.45% (97/234) before any follow-up message was sent, while after follow-up messages, the response rate rose to 81.20% (190/234), showing an increase of 39.74% (93/234).

Recognizing that there was also a probability that some people might have responded more than 45 minutes after the original request for rating, we did not conduct any statistical tests to detect significant differences between the response rate before and after the follow-up messages. We left these findings as promising exploratory results.

Nevertheless, we provided comparisons between the assumption and regular reminder messages. As shown in Table 2, no statistically significant difference was detected in the response rates of all follow-up messages. Combining three assumption messages altogether, we see that they had generated slightly more responses than reminders on average (68% (73/107) vs. 67% (20/30)), but again with no statistical significance (P-Value = 0.88, $\chi^2$ Statistic = 0.03).

User experience of interacting with follow-up messages Several themes, discussed below, emerged from our analysis of the semi-structured interviews with participants.

Comparing assumptions with regular reminders: People shared their different perspectives on interacting with the assumption messages and regular reminders. Many of them acknowledged that they had not encountered anything similar to assumption messages before, so initially, the assumption messages came across as ‘confusing’ for some. However, over the course of the study, they became accustomed to the framework communicating its assumptions to them. P2 expressed:

“[[I was bothered]] only the beginning, especially the first time and then the second time, I guess, and then I gradually got comfortable.”

Participants pointed out several advantages of receiving assumption messages. For example, P15 mentioned that seeing an imputed rating helped them set a ‘baseline’ based on which they could compare their true ratings. In the case of regular reminders, they missed having that baseline, essentially making it more difficult for them to provide their true rating.

Feedback about autonomy and control: Participants had varying perspectives on the control they had over the interaction with the assumption messages. Some felt that the imputed ratings in the messages reduced their control, as ‘somebody else was making a decision for me’ (P26). As a result, they preferred to have their own choice in determining whether they wanted to make a decision without seeing the imputed rating or not. On the other hand, some others did not encounter those feelings; they pointed out that although the system was providing its own assumption, it was
allowing the user to confirm whether the assumed rating was correct or not. This confirmation prompt, according to them, made them feel they had control over the final rating.

**Feedback on wording and sentences:** We received a range of feedback about our choice of the word “assume” or “assumption”. People like P16 felt that the word came across as ‘personal’, while other words like ‘predict’ could remind people of the fact that there is a machine on the backend, taking away the ‘human feeling’ of the conversation. P15, on the other hand, felt ‘assume’ was a ‘strong word’ and opted for other phrases like ‘our best guess’ or ‘we think you would say this’.

People also said that a one-sentence explanation of the process of generating assumed ratings could come across as ambiguous. P8, particularly focusing on Assumption 3, felt that it could be improved by adding specific examples or explanations. They commented:

“I think if you guys could have said that we’re making this assumption based on the fact that ‘You know, in the last year, this is what students felt’, or ‘during November or October, students tend to feel this way’. ... I think that would have helped me understand how are you coming up with these ratings.”

Participants also gave us suggestions on how we could present these explanations differently. One common suggestion was instead of sending a single long text, we could have broken it down into two or three short texts and put important information in the first sentence. Another way of drawing attention was starting the beginning of a sentence with important information. Some interviewees suggested several alternative ways to deliver imputations as well. Many suggestions involved using multiple follow-up messages. P17 said that the first follow-up message could contain regular reminders without any assumptions, and if the participants still do not respond within a few hours, the assumption messages could come. This way, they felt, the framework could provide a longer window to users without the risk of influencing their ratings. Some participants also wanted to set up their own time window before the assumption messages came, as they felt the 45-minute time period in our study could be too long or too short, depending on a person’s responsiveness, or the time a message is being sent.

**Comparison between the user ratings and the imputed ratings** The deployment of our proposed framework also allowed us to infer several insights about users’ response behavior, particularly when we compared the imputed ratings

<table>
<thead>
<tr>
<th>Assumption 1</th>
<th>Assumption 2</th>
<th>Assumption 3</th>
<th>Regular Reminder</th>
</tr>
</thead>
<tbody>
<tr>
<td>73% (27/37)</td>
<td>67% (22/33)</td>
<td>65% (24/37)</td>
<td>67% (20/30)</td>
</tr>
</tbody>
</table>

Table 2: Comparisons between response rates in various conditions in different assumption and reminder messages. $\chi^2$ statistics and P-value are calculated based on a Binomial setting ANOVA test, under the null hypothesis: $H_0 : p_{\text{Assumption 1}} = p_{\text{Assumption 2}} = p_{\text{Assumption 3}} = p_{\text{Regular Reminder}}$, with $p$ being the response rate, and the alternative hypothesis $H_1$: at least one follow-up message’s response rate is different from others’.

Table 3: Differences between actual ratings given by participants and the assumed ratings

| n | Mean Difference: $M(\text{Actual Rating} - \text{Assumed Rating})$ | Mean Absolute Difference: $M(|\text{Actual Rating} - \text{Assumed Rating}|)$ |
|---|---------------------------------------------------------------|------------------------------------------------------------------|
| 73 | 0.14±0.18                                                    | 1.15±0.12                                                       |

Table 3 shows that people gave slightly higher ratings than the assumptions on average. For the cases where people provided a response to assumption messages ($n = 73$), the ratings provided by people were greater by 0.14 than the imputations on average.

We also looked into the relative frequency distribution of differences, to infer information about people’s non-response. We divided differences between actual and assumed ratings into three groups: 1) no difference, when the participants provided the same rating as the imputed value or responded with ‘Yes’, 2) small difference, when the absolute difference between actual and assumed ratings was 1 or 2, and 3) large difference, when the absolute difference between actual and assumed ratings was 3 or 4.

A crucial factor in our decision to compare relative frequencies of absolute differences is the structure of the experiment. The absolute difference between actual and assumed ratings is more likely to be 0 or 1 rather than 3 or 4. This is because an absolute difference of 1 can occur when the actual rating is between 1 and 5, while an absolute difference of 4 can only occur when the actual rating is either 1 or 5. Hence, we calculated the expected relative frequencies for all values of absolute differences to make a comparison between expected and observed relative frequencies for each individual value of absolute difference between actual and assumed ratings.

Figure 2 shows the expected and observed relative frequencies for no, small, and large differences between actual and assumed ratings. Participants tended to respond 13% more than expected when the assumed ratings were the same as their actual ratings. People provided a similar number of responses as expected when the assumed ratings had a small difference from actual ratings; however, as the differences became large, the response rates tended to go about 50% lower than expected. Non-response to an assumption message, hence, might indicate that there is a high probability the assumed ratings were not close to users’ actual ratings.
Discussion

Our work contributes to the literature on transparency (Rader, Cotter, and Cho 2018) and scrutability (Mahmoud 2021) by exploring novel approaches to better involve users in the data collection and imputation process. Furthermore, it provides an alternative way of gathering more data that can support performing missing data imputation, such as by sharing imputed values with users and prompting for corrections, which can provide additional data. In this section, we first discuss the outcomes of our investigation and how they relate to our research questions. Then, we outline the limitations and future prospects of our work.

Impact on Response Behavior

RQ1: How does such a framework affect different components of users’ response behavior (e.g., response rate, effort in generating ratings)?

We observed that our prototype messages could achieve comparable performance to regular reminders in terms of response rates. This was slightly surprising because the participants had not come across similar frameworks like ours before, and some of them found our framework confusing at the beginning. Even with these initial setbacks, our proposed messages were able to initiate a comparable number of responses in total. Qualitative data from participants indicated that having an imputed rating made it easier for them to provide a rating because they could use the imputed rating as a reference value. In the absence of an imputed rating in regular reminders, the activity of rating a message was perceived to be more burdensome by people. Prior literature also supports this observation since seeing a reference value can lower user burden by reducing the cognitive load of having to generate their own ratings (Shah and Oppenheimer 2008).

Although we hoped to provide more autonomy to users by involving them in the imputation process (Ryan and Deci 2000; Cai, Jongejan, and Holbrook 2019), some participants from the text message deployment felt that they had less control over the interaction. Such feeling may be induced in cases when people fail to see the benefits of the framework, specifically when they fail to understand why the message was showing an imputed rating and why they should give ratings (i.e., increase users’ competence; Ryan and Deci 2000). The explanations designed by us provided some understanding in this context, however, future works on transparency could improve their quality by providing concrete examples (Tintarev 2007). One relevant suggestion that came from our participants is to concretely specify the source of the imputed rating (e.g., ‘this is what students felt last year.’).

Our investigation of absolute differences between actual and imputed ratings also provided further insights into people’s response behavior. We observed that people provided more responses than expected when imputed ratings were close to their actual ratings; but as the differences tended to increase, people’s response rates tended to drop. This observation might indicate that when a user does not respond to an assumption message, there is a high probability that the assumed ratings are significantly different from what the user feels. However, looking at the high number of user ratings similar to imputed ratings, one may also suggest that communicating imputations might introduce a bias. We discuss this potential issue in the next section.

Potential Challenges in Deploying the Framework

RQ2: What potential challenges might arise when users interact with the framework and correct the imputed value?

The findings from our deployment indicate that providing assumptions may bias users toward the assumption. For instance, we observed that participants provided the same rating as imputed value more frequently than what was expected. In some ways, this is a surprising finding since one might expect that users would be more likely to correct assumptions that were very wrong (i.e., different from their actual ratings), and not bother to respond when assumptions were correct. Instead, it seems likely that the accuracy of the assumption was not a large factor in determining participants’ response rates (after all, we did ask participants to respond regardless of accuracy). The bias we do see is consistent with the anchoring effect, which states that people’s judgments are biased toward the initially presented reference point (Bahník, Englich, and Strack 2016; Furnham and Boo 2011; Grgić-Hlaca, Castelluccia, and Gummadi 2022). In other words, the assumption we sent to participants is the reference point, and it anchors participants’ ratings so that these ratings converge towards the assumed rating. Literature has proposed different explanations for the anchoring effect, including insufficient adjustments (Kahneman et al. 1982) and retrieval of anchor-relevant information (Chapman and Johnson 1999). Both of them suggest that the anchoring bias could be a result of a lack of thoughtful and effortful information processing (Wegener et al. 2010; Draws et al. 2021). This is an important consideration when considering ways to communicate imputation strategies. However, we do find that the net bias across all users introduced this way was near 0, suggesting that for aggregate results (e.g., mean response value) this impact may not be as important.
Implications
Our results have important implications for how to collect and impute data, especially when using interactive means such as text messages. First, we find that engaging users in reasoning about and correcting imputed data did not discourage them from responding (compared to a reminder message). This suggests that researchers and practitioners who value high response rates can still meaningfully engage respondents with the imputation process, as we do in this paper, to enhance the transparency and scrutability of their process. Second, our results reveal a potential danger in doing so — anchoring bias — but our initial data also may be useful in correcting for this bias, either by focusing on aggregate measures (e.g., mean), which are less affected by it, or by attempting to account for such bias in the analysis.

Limitations
This work introduces and explores a new framework, which, in virtue of its exploratory nature, has limitations that might be addressed in future work. The absence of statistically significant results in the experiments may be due to a small sample size, and increasing the sample size through a pre-planned power analysis may provide a more comprehensive and confirmatory view of the results. Additionally, the generalizability of the findings might be limited as the participants were all residing in North America, and the results may only reflect their perspective. Further studies with diverse populations can provide deeper insights and increase the generalizability of the findings.

Opportunities for Future Work
Based on our findings, below we describe three opportunities for future work.

Exploring potential bias induced by seeing imputations
While existing multiple imputation techniques (Seaman, Bartlett, and White 2012; Austin et al. 2021) are well studied in the statistical literature, and their bias under certain circumstances, e.g., missing-not-at-random (Resseguer, Giorgi, and Paoletti 2011), is well recognized, potential bias induced by the proposed framework is less known. While in principle, only the agreed and user-adjusted ‘imputed’ values could be utilized, further work should investigate whether seeing the imputed value may lead to an unconscious deviation from the actual individual rating as a form of cognitive bias (Azzopardi 2021; Draws et al. 2021). Additionally, the nature of induced bias should be explored in the context of different applications (e.g., clinical tools, recommender systems) or data types (continuous versus discrete, high versus low rates of missing data). These explorations will enable system designers to identify potential trade-offs of deploying our proposed framework in various contexts.

Ensuring user autonomy and control
Our framework was designed to increase user autonomy and control over the imputation process by allowing them to correct imputations (Ryan and Deci 2000; Alvarez-Melis et al. 2021; Cai, Jongejan, and Holbrook 2019). Nonetheless, during our study, some participants expressed that seeing the imputed ratings made them feel like they lacked control over the interaction. To address this concern, we suggest an alternative approach where the framework would first ask the user if they would like to see the imputed rating. This approach would respect the user’s autonomy and only present the imputed ratings if the user consents. However, this would also add an extra step in the process, which could be perceived as overwhelming by some users (Bhattacharjee et al. 2022). These trade-offs highlight opportunities for future research where the optimal level of user autonomy and involvement can be explored and experimented with (Jo et al. 2023).

Informing users of the process and purpose of imputations
Throughout the paper, we received diverse suggestions on communicating the process and purpose of imputations. Our experiments in the text message deployment may have provided statistically significant results if we broke down our texts into two or three chunks (Bhattacharjee et al. 2022). There were diverse opinions regarding the choice of wording as well; some people found the word ‘assume’ appropriate, while others opted for ‘guess’ or ‘think’. Participants also suggested multiple follow-up messages, the first of which could be a regular reminder with no imputation. Future works should experiment with these different options regarding follow-up messages, wording, and sentence structure to personalize the user experience of communicating imputed ratings and allowing users to edit the imputation (Kim et al. 2022). However, careful considerations should be taken to reduce the risks associated with ill-designed and incorrect explanations (Ehsan et al. 2021; Yacoby et al. 2022).

Conclusion
User non-response and the resulting missing data reduce many systems’ ability to improve themselves and deliver optimized services. While most of the current approaches to addressing missing data problems do not inform users of the imputation process, we, in contrast, propose a novel framework that communicates the imputed ratings to users and lets them correct the imputations if necessary. Our exploratory work with professionals allowed us to identify several dimensions of the design space, which eventually structured our subsequent deployment through a text messaging probe. Our results revealed that our proposed framework is comparable with regular reminder messages in terms of collecting ratings from users, and seeing an imputed rating eases the burden involved in generating ratings. We also reported that communicating imputed ratings can bias users’ responses, indicating the need for future work to improve the framework in several directions. Our work takes a major first step at designing transparent and scrutable frameworks that involve users in the imputation process.
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