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Abstract

Recent research has demonstrated that cognitive biases such
as the confirmation bias or the anchoring effect can negatively
affect the quality of crowdsourced data. In practice, how-
ever, such biases go unnoticed unless specifically assessed
or controlled for. Task requesters need to ensure that task
workflow and design choices do not trigger workers’ cogni-
tive biases. Moreover, to facilitate the reuse of crowdsourced
data collections, practitioners can benefit from understand-
ing whether and which cognitive biases may be associated
with the data. To this end, we propose a 12-item checklist
adapted from business psychology to combat cognitive biases
in crowdsourcing. We demonstrate the practical application
of this checklist in a case study on viewpoint annotations for
search results. Through a retrospective analysis of relevant
crowdsourcing research that has been published at HCOMP
in 2018, 2019, and 2020, we show that cognitive biases may
often affect crowd workers but are typically not considered as
potential sources of poor data quality. The checklist we pro-
pose is a practical tool that requesters can use to improve their
task designs and appropriately describe potential limitations
of collected data. It contributes to a body of efforts towards
making human-labeled data more reliable and reusable.

Introduction
Researchers, businesses, and governments use (and reuse)
human-labeled data in a wide array of applications, but dif-
ferent types of systemic biases can reduce the quality of this
data (Geiger et al. 2020; Faltings et al. 2014). For instance,
prominent biases when crowdsourcing data labels include
unequal representations of demographic attributes among
annotators (Barbosa and Chen 2019) or linguistic biases that
lead to stereotypical annotations (Otterbacher 2015).

A relatively less-considered source of poor data quality
is cognitive biases of crowd workers. Cognitive biases are
general human tendencies towards irrationality when mak-
ing decisions under uncertainty (Tversky and Kahneman
1974). Crowdsourcing is unlikely to be an exception from
these tendencies, as crowd workers typically deal with at
least some degree of uncertainty with regards to the cor-
rectness of the labels they assign. Recent research has in-
deed shown that cognitive biases such as the confirmation
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bias or anchoring effect can negatively affect the quality
of crowdsourced annotations (Eickhoff 2018; Hube, Fetahu,
and Gadiraju 2019).

Despite this empirical knowledge, crowdsourcing tasks
are usually conducted without explicitly considering the in-
fluence of crowd workers’ cognitive biases on the quality of
their annotations. Existing data documentation approaches
(e.g., Gebru et al. 2018) aim to make (human-labeled) data
sets more reliable by clearly describing the process and pur-
pose of data collection but have so far not included cognitive
bias assessments. Moreover, although several methods have
been proposed to mitigate cognitive biases in crowdsourc-
ing (Eickhoff 2018; Hube, Fetahu, and Gadiraju 2019), it is
currently unclear when different mitigation strategies may
be applicable; i.e., there is no protocol by which requesters
can identify the specific cognitive biases that may be prob-
lematic given a particular task at hand. The large variety and
complexity of cognitive biases that have been identified to
date (Hilbert 2012) makes this a difficult space to navigate.
Requesters need a practical tool that can help them assess
which specific cognitive biases may affect crowd workers in
a given task at hand so that targeted assessment and mitiga-
tion strategies for these biases can be implemented.

In this paper, we propose a 12-item checklist, adapted
from business psychology (Kahneman, Lovallo, and Sibony
2011), for combating commonly occurring cognitive biases
in crowdsourcing. Each item in this checklist targets a dif-
ferent cognitive bias that may affect crowd workers when
labeling data. We explain each bias using a running example
of a relevance judgment task and demonstrate the practical
application of the checklist through a case study on view-
point annotations for search results. Finally, by carrying out
a large-scale retrospective analysis of relevant studies pub-
lished at HCOMP over the last three years, we found that
cognitive biases apply to a vast majority of crowdsourcing
studies but are rarely assessed, accounted for or reported.

All material related to this research (i.e., data sets and
analysis code) is publicly available.1

Related Work
In this section, we describe previous research on data quality
and biases in crowdsourcing. We aim to highlight that, al-

1https://osf.io/rbucj

Proceedings of the Ninth AAAI Conference on Human Computation and Crowdsourcing (HCOMP 2021)

48



though important advances have been made to make crowd-
sourced data more accurate and reliable, these approaches
usually do not consider the influence of cognitive biases.

Quality in Crowdsourced Annotations
Early research by Snow et al. (2008) showed that crowd
workers can perform as well as domain experts in sev-
eral natural language processing (NLP) tasks such as event
temporal ordering, word similarity, and affect recognition.
Collecting high-quality annotations from crowd workers,
however, is still a challenging task due to concerns posed
by identifying, classifying, and counteracting crowd work-
ers’ biases and spamming behavior and patterns (Difallah,
Demartini, and Cudré-Mauroux 2012; Daniel et al. 2018).
Shah, Schwartz, and Hovy (2020) name label bias as one
of four core sources of bias in NLP models. Several criteria
have been shown to influence the quality of crowdsourced
annotations, among task and instructions clarity (Kittur et al.
2013; Gadiraju, Yang, and Bozzon 2017; Wu and Quinn
2017), task design (Inel et al. 2018), task difficulty (Mao
et al. 2013), incentives (Ho et al. 2015), and quality control
mechanisms (Ipeirotis, Provost, and Wang 2010; Dow et al.
2012; McDonnell et al. 2016; Dumitrache et al. 2018).

Following calls for making human-labeled data more re-
liable (Geiger et al. 2020), several approaches have turned
their attention to data documentation; i.e., by tackling issues
such as reliability, transparency, and accountability in data
collection practices. In the NLP field, Bender and Friedman
(2018) proposed data statements, a characterization for data
sets that provides relevant details regarding the population
involved in creating a given data set, how the data set is used
in experimental work, and how potential biases in the data
set might affect outcomes of the systems that are deployed
with it. Gebru et al. (2018) proposed data sheets for data
sets, a companion document for data sets to exemplify the
purpose and composition of the data set, who collected the
data and how it was collected, as well as the intended use
of the data set. Specifically for crowdsourcing annotations,
Ramı́rez et al. (2020) proposed a set of guidelines for report-
ing crowdsourcing experiments to better account for repro-
ducibility purposes. Ramı́rez et al. (2021) then followed up
on this work by proposing a checklist that requesters can use
to comprehensively report on their crowdsourced data sets.
This body of research aligns with and facilitates current ef-
forts towards more trustworthy artificial intelligence through
better documentation (Arnold et al. 2019; Stoyanovich and
Howe 2019).

Data documentation approaches such as data state-
ments (Bender and Friedman 2018) or data sheets (Gebru
et al. 2018) allow for a thorough assessment for many differ-
ent types of potential biases (e.g., related to the distribution
of crowd workers or the preprocessing of data). However,
these methods usually do not consider the influence of cog-
nitive biases on data collection.

Cognitive Biases in Crowdsourcing
Cognitive biases are human tendencies towards irrational
decision-making or deviation from norms (Tversky and
Kahneman 1974). For example, the confirmation bias is a

tendency to specifically look for information that confirms
one’s preexisting beliefs (Nickerson 1998). Humans are es-
pecially vulnerable to cognitive biases when the cognitive
demand of a situation exceeds their currently available cog-
nitive resources (Tversky and Kahneman 1974); e.g. when
being confronted with too much or too little information to
support a decision or when there is a need to act fast. This
can also be the case in crowdsourcing tasks, where objec-
tively “true” answers often do not exist (Aroyo et al. 2019).

Recent research has shown that different types of cogni-
tive biases can negatively impact crowd workers’ decision-
making and thereby decrease the quality of crowdsourced
data labels (Eickhoff 2018; Harris 2019; Hube, Fetahu, and
Gadiraju 2019; Saab et al. 2019). For instance, this body
of research shows that relevance judgments can be affected
by displaying other crowd workers’ judgments (i.e., group-
think or the bandwagon effect) or by revealing information
on a single item in subsequent steps (i.e., the anchoring ef-
fect; Eickhoff 2018). Other work demonstrated that crowd
workers may be affected by their personal preexisting atti-
tudes and stereotypes; e.g., when labeling images of faces
(Otterbacher et al. 2019) or when judging statements on de-
bated topics (i.e., the availability bias and the confirmation
bias; Hube, Fetahu, and Gadiraju 2019). Furthermore, Gadi-
raju et al. (2017) found that crowd workers are often un-
aware of their actual level of competence, which may lead
to overconfidence. Several strategies have been proposed to
assess and mitigate cognitive biases in this context; e.g., by
adapting the task design (Barbosa and Chen 2019; Demartini
2019; Eickhoff 2018; Hube, Fetahu, and Gadiraju 2019).

Despite this empirical knowledge of cognitive biases and
how to mitigate some of them in the crowdsourcing context,
few crowdsourcing studies consider the influence of cogni-
tive biases on data quality — why? Cognitive biases are a
vast and complex space that may be hard to navigate for re-
questers. What is lacking is a practical tool that helps re-
questers to identify which specific cognitive biases may be
problematic in a given task. In practice, such a tool could
aid requesters in describing, assessing, and mitigating the
influence of the identified potentially problematic cognitive
biases. It would contribute to the body of existing efforts to-
wards more reliable and reusable human-labeled data (Ge-
bru et al. 2018; Burmania, Parthasarathy, and Busso 2016).

Introducing a Checklist
Assessing or controlling for cognitive biases in crowdsourc-
ing is currently not straightforward. Identifying which (and
how) specific cognitive biases may harm data quality is im-
portant but requires a thorough consideration of the task
at hand in combination with potentially problematic cogni-
tive biases. However, a plethora of different cognitive bi-
ases have been identified to date (Hilbert 2012), and for
many cognitive biases, it is still unclear whether or how
they may affect crowd workers. This makes navigating the
space of cognitive biases extremely complex for requesters.
One way to reduce such complexity is to compile a check-
list (Gawande 2010).

Kahneman, Lovallo, and Sibony (2011) developed a 12-
item checklist for combating cognitive biases in business
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decisions. Given a recommended or planned decision, this
checklist aims to assist decision-makers in ensuring that
their conclusions are as unbiased as possible. Such busi-
ness decisions may involve, for instance, overhauling a com-
pany’s pricing structure or acquiring a competitor. Each
question in the checklist targets a different cognitive bias
(e.g., the confirmation bias or loss aversion) that may lead
to bad decisions in such situations. The 12 items are meant
to cover the majority of potential judgment errors that could
occur while ensuring that the checklist is concise and easy to
use. Although in this case applied to a business context, cog-
nitive biases are general patterns of behavior that humans ex-
hibit when making decisions under uncertainty (Tversky and
Kahneman 1974). The basic decision heuristics mentioned
in the checklist developed by Kahneman, Lovallo, and Si-
bony (2011) therefore apply to crowd workers just as well
as they do to business decision-makers.

We adapted the checklist developed by Kahneman, Lo-
vallo, and Sibony (2011) to the context of crowdsourcing
human-labeled data, by reformulating each of the 12 items to
suit the crowdsourcing context. Thus, whereas this adapted
checklist practically concerns the same cognitive biases that
are mentioned in the original version, it mentions how each
of these biases could manifest when conducting a crowd-
sourcing task. The 12-item checklist we propose is a prac-
tical tool that requesters can use to identify potential cog-
nitive biases in the crowdsourcing tasks they design. Each
bias in the checklist is accompanied by a guiding question
that gives a specific pointer to where it could be applicable.
For further illustration, we consider the running example of
a simple task in which crowd workers are asked to provide
binary relevance judgments on products related to the query
“paella pan”. We describe the intended use and future devel-
opment of the checklist in the subsections below.

Cognitive-Biases-in-Crowdsourcing Checklist
1. Self-interest Bias. Does my task offer any room for mo-

tivated errors? That is, could crowd workers have some
financial, social, or other self-interest-related incentive
to judge particular items differently than others? Crowd
workers may (subconsciously) fall prey to self-interest
bias due to inadvertent incentives and pricing schemes.
For example, if workers receive a financial bonus for
each “paella pan”-relevant product they find. Other exam-
ples include social desirability (i.e., when crowd work-
ers are more likely to make incorrect decisions because
other people may examine them; Antin and Shaw 2012)
and satisficing (i.e., exerting only the minimum required
amount of effort into conducting a task to save time or
resources; Kapelner and Chandler 2010).

2. Affect Heuristic. Could crowd workers be swayed by the
degree to which they ‘like’ the items they annotate? For
example, crowd workers may be more likely to judge
products of a particular brand they like as relevant, in-
dependent from the products’ true relevance to “paella
pan”. Phenomena such as priming effects (i.e., responding
differently depending on a previously presented stimulus)
and the familiarity bias (i.e., greater favorability towards

familiar things or concepts) can play a role here (Morris,
Dontcheva, and Gerber 2012).

3. Groupthink or Bandwagon Effect. Does my task design
give crowd workers some notion of other people’s eval-
uation of the items they annotate? For example, crowd
workers may judge products as more likely to be rele-
vant to “paella pan” when they see that a majority of other
crowd workers have judged this product as being relevant
or if it has received high ratings from consumers (Eick-
hoff 2018).

4. Salience Bias. Could crowd workers’ judgments be af-
fected by the salience of particular information? For ex-
ample, crowd workers may be more likely to judge prod-
ucts as relevant to “paella pan” if they stand out in an un-
related way (e.g., caps lock titles or high-quality images).

5. Confirmation Bias. Could crowd workers be overly influ-
enced by preconceived notions of the items they annotate?
For example, crowd workers who have a false preexisting
idea of what a paella pan is may exhibit confirmation bias
if they conduct the task by looking specifically for infor-
mation that confirms this belief.

6. Availability Bias. Does my task involve judgments related
to concepts or people that are likely to elicit stereotypical
associations? For example, crowd workers may be more
likely to judge Spanish products as relevant to “paella
pan” because they can easily recall numerous examples
of the paella dish in Spanish contexts.

7. Anchoring Effect. Is there a possibility that crowd work-
ers overly focus on a specific reference point (i.e., an an-
chor) when making judgments? For example, if the first
of several products that crowd workers are exposed to
are clearly not paella pans (e.g., products unrelated to
kitchenware), the first item that somewhat resembles a
paella pan (e.g., a regular saucepan) may be more likely
to be judged as relevant compared to when the same item
was shown in a sequence of actual paella pans. Note that
the anchoring effect can also occur within a single human
intelligence task (HIT); e.g., when workers are overly in-
fluenced by the first information they see (i.e., primacy ef-
fect), such as the product title, or the last information they
see before making their judgment (i.e., recency effect).

8. Halo Effect. Does my task involve judgments that could
be influenced by irrelevant pieces of information? For ex-
ample, crowd workers may be more likely to judge prod-
ucts as relevant to “paella pan” if these products seem
suitable for similar dishes (e.g., risotto). This encom-
passes related biases such as the decoy effect, where the
choice between two options is affected by the introduction
of a (potentially irrelevant) third choice, or the ambiguity
effect, where (potentially irrelevant) missing information
affects crowd workers’ decision-making (Eickhoff 2018).

9. Sunk Cost Fallacy. Is the time required to complete my
task and what it requires from crowd workers clear at the
onset? The more time and effort crowd workers invest in
a task, the more they may want to complete it, despite po-
tentially already having lost interest in the task. This is
undesirable as uninterested crowd workers may abandon
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a task after investing efforts or complete the task with sub-
optimal performance (Han et al. 2019b). For example, as-
suming that crowd workers have to annotate the relevance
of 50 different products before completing the task but
are not aware of the task length beforehand, their perfor-
mance may deteriorate in the later stages.

10. Overconfidence or Optimism Bias. Is there a possibility
that crowd workers overestimate their ability to perform
my task? For example, it arguably takes a particular level
of cooking knowledge to distinguish a paella pan from
a regular frying pan or wok. Crowd workers who have
never learned about these distinctions may not perceive
the task of assigning “paella pan”-relevance judgments to
products as hard but may actually not be skilled enough
to give high-quality annotations here. This is related to the
Dunning-Kruger effect, which posits that people with low
ability concerning a task tend to be overconfident about
their projected performance in it (Kruger and Dunning
1999; Gadiraju et al. 2017).

11. Disaster Neglect. Have crowd workers who commit to
my task, been properly informed about the consequences
of their participation? The task selection process is often
fairly arbitrary, which means that workers may not realize
potential negative effects of committing to a task that they
don’t have expertise on (Edixhoven et al. 2021). For ex-
ample, crowd workers may commit to doing “paella pan”-
relevance judgments for products on a whim without con-
sidering the potential reputation loss and bad annotation
quality that could follow if they do not perform well.

12. Loss Aversion. Does my task design give crowd workers
a reason to suspect that they may not get paid (fairly) after
executing my task? Due to loss aversion, crowd workers
may not select such tasks or abandon them early, lead-
ing to a skewed distribution of participants or task starva-
tion (Faradani, Hartmann, and Ipeirotis 2011). For exam-
ple, if a crowd worker suspects that annotating products
in a task will only earn them money if they perform at a
particular level, they may abandon the task early to avoid
wasting their time and effort (Han et al. 2019a).

How to Use the Proposed Checklist
Here, we give a few pointers regarding the checklist’s usage.

When should I apply this checklist? The optimal point
to use the checklist is before data collection. This allows re-
questers to not only alert themselves to potential limitations
of the data to be collected but also allows for appropriate
changes to the task design. If the data have already been col-
lected, requesters may, however, still use the checklist to de-
termine whether cognitive biases may have affected the data
in some way (i.e., led to poor data quality or whether the
data potentially encodes said biases). The checklist we pro-
pose can thus also augment data documentation approaches
such as data sheets (Gebru et al. 2018).

I applied the checklist to my task design and found at
least one potential cognitive bias — now what? The

identification of at least one potential cognitive bias in a task
design at hand may call for three different actions. First, re-
questers may want to use this information to assess the influ-
ence of the identified cognitive biases. The aim behind this
would be to check whether these biases truly affect crowd
workers during the task. Second, requesters may adapt their
task design to mitigate the identified cognitive biases. Such
adaptations could –at least in some cases– be an easy way
to increase data quality without compromising the task de-
sign in meaningful ways or vastly elongating the task. Third,
especially if data have already been collected from the task
at hand, requesters may use the checklist to better document
their data sets by providing detailed limitations. Pointing out
specific cognitive biases that may have affected crowd work-
ers can contribute towards a more accurate data description
and thereby make data more reusable. We discuss each of
these three actions in more detail below.

How can I assess the influence of cognitive biases in my
task? Suppose we conclude that our task on relevance
judgments for products with respect to the term “paella pan”
potentially elicits the affect heuristic: we suspect that crowd
workers may be more likely to judge products as relevant
if they like those products. Previous research suggests that
monitoring crowd workers’ biases is best done during data
collection (Geva, Goldberg, and Berant 2019). We may thus
enhance the task design by collecting additional metadata
to assess whether crowd workers make erroneous judgments
due to the affect heuristic. Specifically, we could add an item
that measures the degree of crowd workers’ personal favor-
ability towards each product they annotate. This would then
allow us to approximate the influence of the affect heuris-
tic in multiple different ways. For example, we may use a
quantitative measure that compares how crowd workers rate
items of high and low favorability or conduct a statistical
hypothesis test that assesses whether there is a relationship
between product favorability and relevance judgments.

How to exactly measure or test for cognitive biases in this
context has to be decided individually per suspected bias and
the particular crowdsourcing task at hand. To the best of our
knowledge, no standard assessments for particular cognitive
biases exist in this space. It is nevertheless important to de-
cide on a specific criterion that establishes whether (and per-
haps to what degree) bias is present, so that appropriate ac-
tion can be taken. Below are a few pointers to potential ways
of developing such a criterion:

• Statistical hypothesis tests are a straightforward way to
analyze the presence of systematic patterns in data (e.g.,
differences between groups or correlations). A caveat of
this approach is that failing to reject a null hypothesis
may not necessarily mean that no bias is present. That
is why we recommend considering not only classical null
hypothesis significance testing (i.e., where null hypothe-
ses may be rejected after examining the p-value) but also
Bayesian hypothesis testing, which allows for quantifica-
tion of evidence in favor of either null or alternative hy-
potheses (Wagenmakers et al. 2018).

• Self-created or adapted metrics can be used to quantita-

51



tively measure patterns or occurrences in data. Here, it is
useful to set one or multiple specific thresholds that re-
flect bias severity before data collection. This can help to
decide when the degree of bias is too extreme.

• Statistical techniques such as structural equation model-
ing (SEM) (Ullman and Bentler 2003) or network analysis
(Epskamp and Fried 2018) may be used to analyze rela-
tionships between several factors simultaneously.

It should be pointed out that any such test or metric will
only approximate the true, latent influence of the cogni-
tive bias one may wish to assess for. Therefore, we recom-
mend constructing a procedure that consists of several tests
and measurements, which build the criterion together. An-
other useful approach may be to add sanity checks (e.g.,
by manually evaluating samples of individual cases that
show high and low bias according to the criterion). Note
also that many statistical procedures (i.e., especially in hy-
pothesis testing) underlie assumptions (Osborne and Wa-
ters 2002). For instance, to satisfy the assumption of inde-
pendence of observations, data may have to be aggregated
per crowd worker before conducting a hypothesis test. Re-
questers should further be aware of common pitfalls in hy-
pothesis testing such as misinterpretation of the p-value or
statistical power (Greenland et al. 2016).

How can I mitigate the influence of cognitive biases in
my task? Earlier work has already explored the mitiga-
tion of cognitive biases in crowdsourcing tasks. For instance,
Eickhoff (2018) showed –through the lens of a standard rel-
evance judgment task– how requesters may deal with biases
related to groupthink, anchoring, and the halo effect. Hube,
Fetahu, and Gadiraju (2019) investigated how requesters
could preempt confirmation bias when crowdsourcing sub-
jective judgments related to opinions on debated topics. Next
to adapting the task design, requesters may consider im-
proving the data (i.e., the item selection) or changing the
worker requirements. Especially difficult tasks may some-
times require non-ambiguous items or particularly qualified
workers. Eventually, however, mitigating cognitive biases in
crowdsourcing will often require a unique solution that fits
the particular task design and suspected cognitive bias at
hand. We recommend combining any mitigation efforts with
assessments for the suspected cognitive biases to ensure that
they have been mitigated successfully.

How can I document the influence of cognitive biases in
my task? Especially if data have already been collected
when applying the checklist, requesters may wish to at least
document the potential influence of cognitive biases to make
their data more reusable. We recommend augmenting the
checklist with general data documentation approaches such
as data sheets (Gebru et al. 2018). Requesters can add the
checklist we propose under a separate section in the data
documentation and discuss each bias’s potential influence.

Further development and context of this checklist. A
few more things should be pointed out to put the usage of

this checklist into perspective. First, the checklist –as we
propose it in this paper– is unlikely to be exhaustive. We
expect that novel research will demonstrate how cognitive
biases that we do not yet mention can affect crowd work-
ers. That is why, in contrast to the original checklist devel-
oped by Kahneman, Lovallo, and Sibony (2011), we host
the latest version of the checklist we propose on an online
repository that is open to anyone’s contributions.2 Second,
in contrast to our running example, it is unlikely that all of
the mentioned biases occur in every crowdsourcing task. We
merely posit that any of the 12 mentioned biases could (but
do not necessarily do) take place in crowdsourcing. Third,
we recommend using more general data documentation ap-
proaches such as data sheets (Gebru et al. 2018) in tandem
with this checklist. Answering questions about the popula-
tion of crowd workers or the purpose of the (to-be-)collected
data set can help distilling potential issues. If the collected
data is part of a larger study, we recommend preregistering
the research project (Nosek et al. 2018).

Case Study: Viewpoint Annotations for Search
Results on Debated Topics

This section demonstrates the practical application of the
checklist we propose at the hand of a case study. Our
aim in this case study was to collect viewpoint annotations
from crowd workers for search results on debated topics.3
Such data is useful, for example, when aiming to measure
the viewpoint diversity in ranked search result lists (Draws
et al. 2020; Kulshrestha et al. 2019) or study the effects
of viewpoint-biased search result rankings on user attitudes
(Draws et al. 2021; Pogacar et al. 2017). We had retrieved
search results on nine different debated topics from Bing:4

1. Are social networking sites good for our society?

2. Should zoos exist?

3. Is cell phone radiation safe?

4. Should bottled water be banned?

5. Is obesity a disease?

6. Is Drinking Milk Healthy for Humans?

7. Is Homework Beneficial?

8. Should People Become Vegetarian?

9. Should Students Have to Wear School Uniforms?

We designed a task wherein crowd workers would be
randomly assigned to one of the nine debated topics and
see a set of search results related to it. The search results
were presented similarly compared to regular search engines
(i.e., with a title, snippet, and clickable URL; see Figure 1).
Crowd workers would be asked to label each search result
for its viewpoint towards the debated topic. Table 1 shows
the viewpoint taxonomy we considered: a one-dimensional

2See Footnote 1.
3We had first collected these data to study user behavior in web

search on debated topics (Draws et al. 2021; Rieger et al. 2021).
4https://bing.com
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representation of the overall stance that a document ex-
presses, ranging from “strongly opposing” to “strongly sup-
porting”.5 Crowd workers would be tasked to annotate the
viewpoint of each search result on seven-point Likert scales
(i.e., “What stance does this website take on the debated
question [topic]?”). We also included attention checks be-
tween the search results, in which we specifically instructed
participants on what option to select on the Likert scale. Full
data sheets for the data we collected from this task are avail-
able on our repository.6

From walking through the checklist before data collec-
tion, we could derive that crowd workers’ judgments may
be affected by three cognitive biases in our task:7

1. Confirmation bias. We suspected that crowd workers’
preexisting attitudes on their assigned topics may affect
their annotations. Specifically, we were concerned that
crowd workers might interpret their own attitudes into the
content they see (especially for ambiguous search results).

2. Anchoring bias. Another concern was that crowd work-
ers’ first judgment would act as a reference point for the
search results to come and thus affect following annota-
tions. Practically, this would have meant that crowd work-
ers’ judgments tend towards whatever annotation they
gave to the first item they saw.

3. Halo effect. We also suspected that crowd workers’ pre-
existing knowledge of their assigned topics may affect
their annotations. A halo effect could have occurred if
crowd workers have strong preconceived notions about
particular subtopics or search result sources, causing them
to prematurely rate search results as more extreme (i.e.,
placing search results into the “opposing camp” or “sup-
porting camp”).
We decided to conduct a pilot study to collect annota-

tions for search results on two of the nine debated topics
(i.e., Should zoos exist? and Are social networking sites good
for our society?) while assessing the cognitive biases men-
tioned above. We enhanced our task design with two addi-
tional items that collect the necessary contextual metadata.
First, to be able to assess the confirmation bias, we mea-
sured crowd workers’ personal stance (i.e., on a seven-point
Likert scale ranging from “strongly opposing” to “strongly
supporting”) on their assigned topic. Second, to enable an
assessment of the halo effect, we measured crowd work-
ers’ perceived knowledge (i.e., on a seven-point Likert scale
ranging from “non-existent” to “excellent”) of their assigned
topic. Assessing the anchoring effect did not require collect-
ing additional metadata.

We published our task on Amazon Mechanical Turk8 to
collect viewpoint annotations for all 643 search results that

5We included two additional options, neutral and irrelevant (see
Figure 1), for search results that did not express any viewpoint or
that were found to be irrelevant to the topic, respectively.

6See Footnote 1.
7Arguably, other biases that are mentioned in the checklist (e.g.,

the affect heuristic or the availability bias) could have affected
crowd workers’ judgments as well. For conciseness, however, we
keep it to the three biases we mention here.

8https://mturk.com

related to the two topics mentioned above. We recruited
workers who were located in the United States and had a
task approval rate of at least 95%. Crowd workers were paid
$2 for completing the task and could earn a $0.50 bonus
if they clicked on at least half of the links provided in the
search results and if they passed both attention checks. We
excluded annotations from crowd workers who did not pass
at least one of the attention checks.

The data set collected in this pilot study (D1) contains
1994 annotations from 109 different crowd workers for 643
different search results. Each search result in D1 pertains
to either of the two debated topics Should Zoos Exist? or
Are Social Networking Sites Good for Our Society? and was
annotated by two to eleven different crowd workers. Specif-
ically, whereas 92% of search results received three view-
point annotations, 2% received only two, and 6% received
four or more annotations. The low inter-rater reliability be-
tween crowd workers who annotated D1 (Krippendorff’s
α = 0.21) indicates that D1 contains considerable amounts
of noise.9 Applying the cognitive-biases-in-crowdsourcing
checklist and testing for cognitive biases is one way to inves-
tigate possible contributing factors to this low data quality.

We conducted several statistical hypothesis tests on D1 to
analyze whether (1) the confirmation bias, (2) the anchoring
effect, or (3) the halo effect might have had an influence on
crowd workers’ annotations.10

Confirmation bias. To check whether there was confir-
mation bias, we conducted classical and Bayesian correla-
tion analyses between crowd workers’ pre-existing stance
on their assigned topic and their mean viewpoint annota-
tion. We found a significant Spearman correlation (ρ = 0.27,
p = 0.002) and strong evidence in favor of a correlation as
part of a Bayesian correlation analysis (BF10 = 12.49).11

Anchoring effect. We analyzed the influence of a po-
tential anchoring effect by also conducting classical and
Bayesian hypothesis tests, this time between crowd work-
ers’ first annotation and the mean of their remaining an-
notations. Here, we found a significant Spearman correla-
tion (ρ = 0.31, p < 0.001) and extreme evidence in favor
of a correlation as part of the Bayesian correlation analysis
(BF10 = 195.33).

Halo effect. To analyze whether there might have been a
halo effect, we compared the range of annotations between
crowd workers with lower versus higher knowledge on the
topic. We defined “lower knowledge” as low or medium self-
reported knowledge on their assigned topic (i.e., the bot-
tom two and central three options on the Likert scale), and

9Krippendorff’s alpha accounts for missing annotations, so
items can vary in terms of how many people annotated them.

10The code to replicate all analyses we report here can be found
on our repository (see Footnote 1).

11We used the R package BayesFactor (Morey et al. 2015) to
perform Bayesian analyses. We interpret the strength of evidence
from Bayes Factors in line with the guidelines proposed by Lee and
Wagenmakers (2014), who adapted them from Jeffreys (1939).
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Figure 1: Example item to collect viewpoint annotations for search results in our case study.

l Label Example (topic: “Zoos should exist”)
-3 strongly opposing “Horrible places! All zoos should be closed ASAP.”
-2 opposing “We should strive towards closing all zoos.”
-1 somewhat opposing “Despite the benefits of zoos, overall I’m against them.”
0 balanced “These are the main arguments for and against Zoos.”

+1 somewhat supporting “Although zoos are not great, they benefit society.”
+2 supporting “I’m in favor of zoos, let’s keep them.”
+3 strongly supporting “There is nothing wrong with zoos – open more!”

Table 1: The viewpoint label taxonomy we considered in our case study. Crowd workers could assign a viewpoint label to each
search result by selecting one of the seven options ranging from “strongly opposing” to “strongly supporting”. Labels can be
represented by integers ranging from −3 to 3 (denoted by l).

“higher knowledge” with those who indicated the top two
options on the Likert scale. We did not find any evidence in
favor of such a difference as the classical t-test was not sig-
nificant (t = 0.42, p = 0.68). A Bayesian t-test revealed
moderate evidence in favor of the null hypothesis that there
was no difference between these groups (BF01 = 4.61).

The analyses we had conducted on D1 rang the alarm
bell for a potential influence of confirmation bias as well
as the anchoring effect. We aimed to use this knowledge to
inform the collection of labels for search results on all nine
debated topics. Further exploratory analyses (e.g., looking
at the agreement on different types of search results) led us
to suspect that the main source of bias in our crowdsourc-
ing task may have been ambiguous items. Whereas search
results that took a clear stance (e.g., “Why Zoos Are An
Important Part Of Responsible Wildlife”) were often rated
quite unanimously, workers diverged when confronted with
less strongly opinionated search results (e.g., “Are Zoos
Good Or Bad For Animals/Wildlife?”). We thus decided to
manually select only those search results that we judged as
non-ambiguous or opinionated for our final data collection.
Moreover, we suspected that we may have had underesti-
mated the difficulty of the task, so we increased the worker
requirements to a HIT approval rate of greater than 98% as
well as Master status at MTurk.12 This considerably shrunk
our pool of potential crowd workers, so we eased restrictions
on workers’ location by including other countries where En-
glish is spoken as the first or second language by most peo-

12Amazon MTurk awards particularly well-performing crowd
workers with a Master status. This acknowledges the high quality
that these workers deliver and allows them to earn higher rewards.

ple (e.g., Australia and Germany). With these changes, we
again published our task on Amazon Mechanical Turk.

Selecting only opinionated search results for the nine de-
bated topics resulted in a data set of 480 different search re-
sults (approximately balanced over the nine topics). A total
of 56 crowd workers provided 1499 viewpoint annotations
for this second, final data set of search results (D2). Each
search result pertained to just one of the nine different de-
bated topics and was annotated by three to seven different
crowd workers. Inter-rater reliability for this data set is sat-
isfactory (Krippendorff’s α = 0.79). In contrast to D1, we
did not find evidence for the confirmation bias (ρ = −0.07,
p = 0.68) or the anchoring effect (ρ = 0.04, p = 0.76)
in D2. Bayesian analyses revealed that the null hypotheses
(i.e., that there were no confirmation bias and no anchoring
effect) explained the data better than the respective alterna-
tive hypotheses (BF01 = 2.31 and 3.31, respectively).

Retrospective Analysis of Cognitive Biases
in Crowdsourcing

Although the examples and case study we have presented
so far relate to specific use cases of crowdsourcing subjec-
tive judgments (e.g., relevance judgments), there is reason to
expect that cognitive biases occur across different types of
crowdsourcing tasks. Cognitive biases are general phenom-
ena that occur when humans make decisions under uncer-
tainty (Tversky and Kahneman 1974) and the checklist we
propose covers several different ways in which biases could
affect crowd workers (e.g., related to their personal gains,
losses, or abilities as well as simple heuristics they may ap-
ply while conducting the task). Therefore, in this section, we
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apply our proposed checklist to a set of 27 recent research
papers in the crowdsourcing domain. We assess which biases
may have been present in the reported studies and whether
their (potential) influence was reported upon. By means of
this analysis, we aim to show that cognitive biases are often
impactful while their influence is not considered in crowd-
sourcing task designs and publicly available data sets that
contain human judgments.

Paper Selection Criteria
We selected research papers for this analysis based on four
criteria that all needed to be met for a paper to be included:

1. We selected papers from the 2018, 2019, and 2020 AAAI
Conference on Human Computation and Crowdsourcing
(HCOMP) proceedings, as HCOMP is among the most
important venues for research in this area.

2. Papers had to include an online crowdsourcing study in
which data was collected (i.e., not using external data).

3. The crowdsourcing task(s) described in the paper had to
concern some form of labeling or evaluating data objects
in a constrained, closed format (i.e., the crowd workers
were given a well-defined answer space). For example,
we would include a task that asked crowd workers to
judge products as “relevant” or “non-relevant” to the term
“paella pan” but we would exclude a task that asked crowd
workers to describe products in open text fields.

4. We only included papers in which crowd workers were
paid for completing the described task(s).

The selection criteria above were developed among three
authors of this paper who acted as independent experts in
this study. Using a test sample of 16 papers, the experts en-
sured that they reached agreement on which papers should
be included or excluded based on the four criteria. The fi-
nal selection procedure resulted in a set of 27 papers (i.e.,
4 from 2018, 13 from 2019, and 10 from 2020) that we in-
cluded in this analysis. We do not report inter-rater reliabil-
ity, as disagreement between the researchers was resolved
through detailed discussions and critical reflection (McDon-
ald, Schoenebeck, and Forte 2019).

Method
Each of the three experts who also co-decided on the in-
clusion criteria subsequently analyzed each of the 27 se-
lected papers in a two-step process. After reading the pa-
per including the described task design, task instructions,
and crowd selection criteria, they first went through each
item in the checklist and marked which cognitive bias could
have affected the results. Here, the expert would consider
the textual description of the task as well as additional avail-
able materials (e.g., screenshots). Each bias could be marked
with either “yes” (i.e., if there was good reason to assume
that the bias may have occurred) or “no” (i.e., if it was im-
possible or unlikely that the bias had occurred). Therefore,
note that a “yes” here did not necessarily mean that crowd
workers were indeed affected by the bias, but merely that
such an influence could not be ruled out based on the pro-
vided task description and additional materials.

As a second step, the expert stated whether the paper at
hand discussed the potential influence of cognitive biases on
the results. The options here were “yes” (i.e., if the paper
identified and at least discussed all possible cognitive biases
that may have had taken place), “partly” (i.e., if the paper
at least discussed a subset of the potential cognitive biases),
or “no” (i.e., if the paper did not consider any cognitive bi-
ases as a potential influence on the results). Thus, if a paper
discussed the potential influence of cognitive biases on the
collected data at all, it would receive a “yes” or “partly” la-
bel, depending on whether it mentioned all or just a subset
of the potential biases identified by the expert. We included
this additional label to gauge the degree to which requesters
are considerate of such influences on data quality. While it
may be difficult to rule out or fully mitigate the influence of
cognitive biases on crowdsourcing tasks, discussing poten-
tial influences is important information for anyone who may
want to use or build on the data set or the published research.

We used majority voting to aggregate the judgments cor-
responding to the three independent experts. For example,
if two of the three experts judged “no” for a particular bias
in a particular paper, we would adopt this label for this data
point.13 This resulted in a set of 13 labels per paper (i.e.,
one for each of the 12 cognitive biases from the checklist as
well as the overall judgment on whether the paper consid-
ered cognitive biases). Note that this analysis did not con-
cern the methods or evaluations presented in those papers
but merely the task design they described.

Results
Table 2 shows the results of our retrospective analysis of
crowdsourcing papers at the AAAI HCOMP conference
from the last three years. We identified each cognitive bias
from the checklist in at least some of the papers we ana-
lyzed. Whereas the salience bias (93%), anchoring effect
(81%), and halo effect (78%) were marked rather often,
biases such as the self-interest bias (30%), loss aversion
(22%), or groupthink (15%) were identified comparatively
seldom. We also found that some biases often co-occurred
in our analysis. Specifically, the confirmation bias and avail-
ability bias as well as overconfidence and disaster neglect
were most often identified for the same papers.

Eight out of the 27 analyzed papers at least partly con-
sidered cognitive biases in their task design or discussion.
For instance, Otterbacher et al. (2019) show how cognitive
biases and stereotypes can affect image labeling and Peng
et al. (2019) discuss at length how cognitive biases may af-
fect the hiring process. Mohanty et al. (2019) and Kemmer
et al. (2020) acknowledge that a variety of biases such as
the confirmation bias can lead to low-quality data labels and
propose methods to mitigate these effects.

Note that we intentionally do not disclose which potential
cognitive biases had been identified per paper. We wish to
point out that this retrospective analysis is not meant to dis-
credit the work of others. Instead, we performed this analy-
sis to show (a) that cognitive biases can occur in a variety of

13No conflicts arose for the last (3-option) label as there was a
majority judgment for all 27 selected papers.
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Bias 2018 2019 2020 Total
Self-interest Bias 0 (0%) 5 (38%) 3 (30%) 8 (30%)
Affect Heuristic 2 (50%) 8 (62%) 5 (50%) 15 (56%)
Groupthink 1 (25%) 2 (15%) 1 (10%) 4 (15%)
Salience Bias 4 (100%) 11 (85%) 10 (100%) 25 (93%)
Confirmation Bias 3 (75%) 8 (62%) 5 (50%) 16 (59%)
Availability Bias 4 (100%) 10 (77%) 5 (50%) 19 (70%)
Anchoring Effect 4 (100%) 9 (69%) 9 (90%) 22 (81%)
Halo Effect 4 (100%) 11 (85%) 6 (60%) 21 (78%)
Sunk Cost Fallacy 3 (75%) 6 (46%) 2 (20%) 11 (41%)
Overconfidence 3 (75%) 9 (69%) 3 (30%) 15 (56%)
Disaster Neglect 1 (25%) 6 (46%) 2 (20%) 9 (33%)
Loss Aversion 0 (0%) 5 (38%) 1 (10%) 6 (22%)

Biases Considered? 1 (25%) 5 (38%) 2 (20%) 8 (30%)

Table 2: Results of the retrospective analysis of cognitive bi-
ases in crowdsourcing papers from HCOMP proceedings in
2018, 2019, 2020. Here, biases considered refers to papers
that discussed the identified cognitive biases at least partly.

crowdsourcing tasks, (b) that the influence of cognitive bi-
ases in crowdsourcing is rarely considered, and (c) that the
checklist we propose in this paper is widely applicable and
could assist researchers in identifying these potential biases.

Discussion
In this paper, we have proposed a 12-item checklist to com-
bat cognitive biases in crowdsourcing. Each item in this
checklist refers to a different, commonly occurring cognitive
bias that may affect crowd workers’ judgments and thereby
reduce data quality. Requesters may use our proposed check-
list before or after data collection to identify, mitigate, and
describe cognitive biases that may influence crowd workers
in the tasks they design. To clarify the intended use of the
checklist, we have demonstrated its practical application at
the hand of a case study on viewpoint annotations for search
results. We further showed in a retrospective analysis of re-
cently published crowdsourcing studies that our proposed
checklist is widely applicable and that most crowdsourcing
studies currently do not consider the influence of cognitive
biases on the data labels they obtain.

Limitations
Requesters may apply the checklist we propose to their
crowdsourcing tasks but should be aware of at least three
important limitations. First, the checklist is unlikely to be ex-
haustive: several cognitive biases that are relevant to crowd-
sourcing may still be missing from it. That is why we
set up an online repository that will always host the lat-
est version of the checklist and provide an opportunity for
contributors to suggest edits. The repository is available at
https://osf.io/rbucj. Second, although our proposed check-
list can help requesters identify potential cognitive biases
that may affect the crowd workers they employ, it does not
(yet) give direct recommendations regarding the measure-
ment and mitigation of these biases. We give some pointers
in this paper on how the influence of cognitive biases could
be assessed or mitigated in certain situations and previous
work has already proposed some further mitigation strate-
gies (Eickhoff 2018; Hube, Fetahu, and Gadiraju 2019).

However, more research is needed to develop robust pro-
cedures that can deal with all the different cognitive biases
in our checklist. Third, requesters should be aware that cog-
nitive biases can in some cases be beneficial. Groupthink,
for instance, is often harnessed to promote collaboration be-
tween crowd workers, which can indeed increase data qual-
ity (Kobayashi et al. 2018).

Implications
The checklist we propose in this paper has implications for
task design as well as data documentation in the crowd-
sourcing context. As we have discussed, requesters may use
this checklist to assess and mitigate cognitive biases. This
predominantly concerns adaptations to the task design itself
(e.g., adding the collection of contextual metadata) but can
also involve item selection or adapting the worker require-
ments. Furthermore, requesters can use our proposed check-
list to document (limitations of) the data they collect. The
checklist is applicable to a wide range of crowdsourcing task
types, including (but not limited to) validation tasks such as
data matching, interpretation and analysis tasks such as rel-
evance judgments, and surveys (e.g., opinion gathering).14

Although following the procedures we suggest in this paper
may increase costs (e.g., due to elongating tasks) and de-
ployment time (e.g., due to prolonged time needed to fine-
tune the tasks), we believe that high data quality and reli-
ability should be any requester’s primary aim – especially
when the data has a potentially high impact on individuals
and society. This is particularly important to facilitate the
appropriate reuse of data collections.

Initial steps have been taken towards defining a taxon-
omy of relevant attributes to report on crowdsourcing stud-
ies, such as the employed crowd, the task shown to the work-
ers, the applied quality control mechanisms, and the exper-
imental design (Ramı́rez et al. 2020; Ramı́rez et al. 2021).
We believe that cognitive biases are an additional factor to
consider in reports on crowdsourcing studies. Our retrospec-
tive analysis suggests that requesters should also clarify such
aspects to the crowd if they aim to mitigate cognitive bi-
ases effectively. In particular, the sunk cost fallacy could be
mitigated by providing the estimated duration of the task in
the description of the task. Rejection criteria are also essen-
tial for crowd workers in deciding whether they continue to
work on a given task (i.e., loss aversion and disaster ne-
glect). Thus, our retrospective analysis suggests that some
aspects that are recommended for reporting on crowdsourc-
ing studies should be included in the actual task design and
instructions. This would lead to increased requester-crowd
transparency while mitigating several cognitive biases.

Conclusion
Cognitive biases are likely an important limitation of many
crowdsourcing studies but are often hard to identify, assess,
and mitigate. In this paper, we take one step closer towards
tackling cognitive biases in crowdsourcing by proposing a
simple, 12-item checklist that requesters can use to decide

14We here refer to the taxonomy of microtasks on the web pro-
posed by Gadiraju, Kawase, and Dietze (2014).
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whether (and how) some of the most commonly occurring
cognitive biases may have an undesired influence in the
crowdsourcing tasks they wish to launch or have collected
data from in the past. Requesters and researchers can use
this tool to improve their task designs and acknowledge cog-
nitive biases as potential sources of sub-optimal data quality
where necessary. To this end, we hope that the checklist we
propose can contribute towards more reliable, trustworthy,
and useful human-labeled data sets.
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