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Abstract 
In this paper, we design a crowd-powered system to effi-
ciently collect data for training dialogue systems. Conven-
tional systems assign dialogue roles to a pair of crowd 
workers, and record their interaction on an online chat. In 
this framework, the pair is required to work simultaneously, 
and one worker must wait for the other when he/she is writ-
ing a message, which decreases work efficiency. Our pro-
posed system allows multiple workers to create dialogues in 
an asynchronous manner, which relieves workers from time 
restrictions. We have conducted an experiment using our 
system on a crowdsourcing platform to evaluate the effi-
ciency and the quality of dialogue collection. Results show 
that our system can reduce the necessary time to input a 
message by 68% while maintaining quality. 

 Introduction  
Dialogue systems like Siri and Google Assistant have in-
creasingly been important as interfaces of complex com-
puter systems (McTear 2002). Except for some human-
powered conversation assistants (Lasecki et al. 2013a; 
Huang et al. 2016), most dialogue systems respond to users 
based on pre-defined rules (Weizenbaum 1966; Bennacef 
et al. 1996) or machine learning methods (Raymond and 
Riccardi 2007; Henderson et al. 2013). Such dialogue sys-
tems require large scale dialogue datasets for making rules 
or training. 
 Existing datasets can be used to train dialogue systems 
for specific purposes like Q&A systems (Kiyota et al. 
2002). In most cases, however, existing datasets consist of 
a limited number of conversation patterns. In order to in-
crease the coverage of dialogue datasets, the utilization of 
crowdsourcing has been proposed (Bessho et al. 2012). 
 Conventional crowd-powered systems for collecting 
dialogue datasets create a pair of crowd workers, ask them 

                                                
Copyright © 2018, Association for the Advancement of Artificial Intelli-
gence (www.aaai.org). All rights reserved. 
 

to converse with each other on an online chat system, and 
record their interactions (Lasecki et al. 2013b; Tsukahara 
and Uchiumi 2015). Although these crowd-based systems 
can create highly qualitative task oriented datasets, there 
are issues related to the time necessary to create such da-
tasets, which decrease the efficiency of the overall process. 
One is that the workers must work simultaneously to gen-
erate a dialogue, which imposes restriction on their work-
ing time. Furthermore, even when a pair of workers are 
able to work on a task, one worker must wait for the other 
when her partner is inputting a message. Reducing the time 
of crowd-working is essential to save cost (Krishna et al. 
2016) and also to increase wage rate, in order to attract 
more participation of workers (Mason and Watts 2009). 
 We propose a novel design of a crowd-powered system 
to collect dialogue data efficiently. Basically, our system 
collects dialogues on a chat-like interface similar to con-
ventional systems. However, unlike conventional systems, 
our system enables multiple workers to create dialogues in 
an asynchronous manner. This framework frees crowd-
workers from time constraints, and increases work effi-
ciency.  
 We have conducted an experiment using our system on a 
crowdsourcing platform to evaluate the efficiency and the 
quality of dialogue collection. Efficiency has been evaluat-
ed based on required time and cost to create dialogues. 
Quality has been evaluated by quantitative measurements 
such as message length and amount of information, and 
qualitative measurements such as consistency and ease of 
answering. 
 The experimental results show that our system can re-
duce the necessary time to input a message by 68%, and 
also reduce the cost by 62%. Worker questionnaires show 
that the satisfaction with reward was higher and the burden 
was lower in our system than that of the conventional sys-
tem. Quality measurements show that our system maintains 
the same quality level as the conventional system in fun-
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damental measures for creating dialogues, such as amount 
of information and ease of answering. 
 The rest of the paper is organized as follows. We first 
review related work on conversational dialogue systems 
and crowd-powered systems for collecting dialogues. Sec-
ond, we define our research problem, and explain both 
conventional crowd-powered systems and our proposed 
systems. We then introduce the experimental design to 
compare the performance of our system to conventional 
systems and present experimental results. Finally, we de-
scribe limitations and future work. 

Related Work 

Conversational Dialogue Systems 
Many existing dialogue systems have been used as inter-
faces of smartphones and information retrieval systems 
(McTear et al. 2002). One of the representative use cases is 
a question answering system. The system accepts questions 
by natural language and searches for required information 
from the database (Fader et al. 2014; Ferrucci et al. 2010). 
Expert systems that can respond to questions on special-
ized domains such as medical care have been proposed 
(Cao et al. 2011). Dialogue systems for Web search (Jiang 
et al. 2013) and navigation (Belvin et al. 2001) have also 
been proposed. 
 These systems are called task-oriented dialogue systems, 
where the user has a clear purpose to use the system. On 
the other hand, non-task-oriented dialogue systems have 
also been attracting attention recently, where the purpose 
of the user is to make a casual conversation with the sys-
tem. Some dialog systems can talk about specific topics 
like movie reviews (Dodge et al. 2016). Other systems are 
designed to make humorous conversations (Augello et al. 
2008). Dialogue systems designed for chatting with elderly 
people have also been proposed (Vardoulakis et al. 2012; 
Sabelli et al. 2011).  
 Except for some human-powered conversation assistants 
(Lasecki et al. 2013a; Huang et al. 2016), most dialogue 
systems respond to users based on pre-defined rules or 
machine learning methods. In the rule based method 
(Weizenbaum 1966; Bennacef et al. 1996), rules are manu-
ally created according to the assumed patterns of user's 
utterances. The system responds to users based on the pre-
defined rules. In machine learning methods (Raymond and 
Riccardi 2007; Henderson et al. 2013), dialogue datasets 
which consist of user's utterances and the system's re-
sponses are used for training. The system responds based 
on the pre-trained relevance of utterances. In recent years, 
response generation methods using Deep Learning (Lowe 
et al. 2017; Li et al. 2016a) have also been drawing atten-
tion. 

 In both methods, in order to respond to user's various 
utterances in an accurate and comprehensive manner, the 
system requires large dialogue datasets describing the as-
sumed conversational scenarios. Existing datasets can be 
used for specific purposes like Q&A systems (Kiyota et al. 
2002). Although some systems use Twitter data (Bessho et 
al. 2012) or movie scripts (Li et al. 2016b), existing da-
tasets are often insufficient to cover the wide variety of 
expected user utterances. 

Crowdsourced Scenario Writing 
In order to increase the coverage of dialogue datasets, the 
utilization of crowdsourcing has been proposed. Bessho et 
al. have proposed a method to use conversations on Twitter 
as dialog datasets (Bessho et al. 2012). In case there is no 
tweet on database similar to the user's utterance, the system 
requests workers on crowdsourcing platforms to supple-
ment the missing scenarios. 
 ChatCollect (Lasecki et al. 2013b) is a system which 
hires a pair of crowd workers, asks them to converse with 
each other on an online chat system, and records their in-
teractions as dialogue datasets. This framework enables 
construction of large scale dialogue datasets in a short pe-
riod of time by recruiting a large number of workers. In 
this framework, however, the workers must work simulta-
neously to create a dialogue, which imposes restriction on 
their working time. Furthermore, even when workers are 
able to work on a task simultaneously, one worker must 
wait for the other when her partner is inputting a message. 
Lasecki et al. report that workers have been required to 
wait for about six minutes when they fail to find their part-
ner, and for about two minutes even when they successful-
ly find their partner. 
 Wang et al. propose a method to acquire a language cor-
pus for dialogue system using crowdsourcing (Wang et al. 
2012). Workers are asked to create sentences assuming 
designated situations such as reserving a hotel. Since sen-
tences created by a single worker are often biased in terms 
of expressions, they ask multiple workers to create sen-
tences to get various expressions. Tsukahara et al. propose 
a system for collecting dialogues and annotating tags such 
as topics and speech acts to the dialogues by chatting on 
Slack (Tsukahara and Uchiumi 2015). 

Problem Definition 
As mentioned in related work, many task-oriented dialogue 
systems have been proposed, and some of them have al-
ready been practically used. Assuming that users interact 
with dialogue systems on a daily basis, non-task-oriented 
conversations like chat will be essential for the dialogue 
system as well as performing tasks. Dialogue systems re-
quire larger dialogue datasets for chatting than for perform- 
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Figure 1: Overview of the Conventional System. 

ing specific tasks due to the necessity to respond to various 
topics. In this paper, our focus is on collecting dialogue 
datasets for casual conversations. 

Existing crowd-powered systems can create large scale 
dialogue datasets in a short period of time by recruiting a 
large number of workers. However, there are issues related 
to the efficiency to create dialogues. Although it is con-
ceivable that a single worker plays two roles to create a 
dialogue, as reported by Wang et al. (Wang et al. 2012), a 
single worker may create limited conversation patterns. 

Considering these problems, we propose a novel design 
of a crowd-powered system, where multiple workers can 
create dialogues in an asynchronous manner. In order to 
evaluate efficiency of dialogue creation and quality of dia-
logues, we have conducted experiments of constructing 
dialogue datasets on a crowdsourcing platform. 

Conventional Crowdsourced Scenario Writing 
Several methods have been proposed for constructing dia-
log datasets using crowdsourcing (Lasecki et al. 2013b; 
Tsukahara and Uchiumi 2015). Either method hires a pair 
of crowd workers and ask them to converse with each other 
on an online chat system in real-time. In order to under-
stand the features of the conventional methods, we de-
scribe the details of ChatCollect system (Lasecki et al. 
2013b). 

The ChatCollect system is designed to collect task-
oriented dialog data. The system manager sets tasks like 
flight reservation, car dealing, etc. which he/she wants to 
collect dialogue about. The system hires a pair of workers 
from a crowdsourcing marketplace in real-time. Figure 1 
illustrates the overview of the system. The system assigns 
roles of an assistant (role A in Figure 1) and a user (role B 
in Figure 1) to a pair of workers. The pair of workers play 
their roles on an online chat interface. The first worker 
who accesses to the system is assigned the role of the assis-
tant and is instructed to help someone with the task at 
hand, such as finding a flight. The second worker is as-
signed the role of the user and is instructed to complete a 
task with the help of the assistant (e.g., find flight).

 

 

Figure 2: Overview of our Proposed System. 

 
 Since the assistant is hired first and has to wait for the 
user, the assistant needs to be paid for the waiting time. 
Since the worker cannot perform any task in this waiting 
time, the payment can be considered as unnecessary cost. 
Furthermore, one worker must wait for the other when her 
partner is inputting a message, which also decreases the 
efficiency of the task performance. 

Asynchronous Scenario Writing 
We introduce the design of our proposed method of asyn-
chronous scenario writing system. The main feature of our
method is that more than two workers can cooperate to 
create one dialogue. With this mechanism, workers are not 
required to be paired in real-time and can work alone in 
their available time. As a result, this framework liberates 
crowd-workers from time constraints, and increases work 
efficiency. 
 Figure 2 illustrates the overview of our system. In our 
system, multiple workers are assigned to one of the roles 
(role A or B). Workers can join the system whenever they 
are available. When workers join the system, the system 
assigns one of dialogues that require input from a worker. 
Like this, each dialogue is input by more than two workers.  
 In Figure 2, for example, when worker A-2 joins the 
system, one of the dialogues in which an input from work-
ers of role A is required, is selected. Then, worker A-2 
inputs her message on the dialogue. Five messages have 
been input in total by five workers, A-1, B-3, A-3, B-1 and 
A-2. The dialogue is stored on the queue of dialogues wait-
ing for an input of role B. 
 To explain the mechanism of the proposed method in a 
clearer way, we show the interface of the system in Figure-
3. When a worker starts a task, a partially completed dia-
logue is displayed. Here, the worker of role A accesses the 
system. The topic of the dialogue is about “Work”, and 
four messages have already been input by other workers. 
The worker reads these four messages, and inputs the fifth 
message as role A. After submitting the message, the next 
task, i.e., a different dialogue, is displayed on the system. 
By repeating this procedure, workers can continuously 
work on tasks without waiting for other workers. 
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Figure 3: Interface of the Proposed System.

As the number of messages in a dialogue increases, time 
required for reading previous messages becomes longer. 
Since it is not necessary to present all messages to under-
stand the conversation background, the system displays 
only the last N messages (e.g. N=4 in Figure 3) to the 
worker. We evaluate the optimum value of N in the exper-
iment. 

Experimental Design 
To evaluate the effectiveness of our system, we conduct an 
experiment to collect dialogues on a crowdsourcing plat-
form. We explain about the task details, conditions to 
compare, measurements for evaluation and worker pool. 

Task 
In this study, we aim at collecting datasets for a dialogue 
system designed for chatting with users. In order to create 
a dialogue for chat, it is necessary to decide topics, attrib-
utes of the dialog system, its relationship with the user, and 
so forth. It has been reported that conversation topics vary 
depending on the attributes of a dialogue system (gender, 
age, resemblance to a human or a robot, etc.) (Sugiyama et 
al. 2014). These attributes are decided according to the 
design concept and targeting user of the dialogue system.  

As an example, in this paper, we assume a situation 
where a developer designs a dialogue system that has a 
female appearance and friendly converses with human fe-
male users. Under this design concept, we assume a situa-
tion where a developer wants to construct large scale dia- 

Basic Information 
Name Mami Sasaki 
Age 25 
Gender Aug 11th, 1990 
Living Area Yokohama, Kanagawa 
… 
Family 
Structure Parents and an elder brother 
Marriage No 
Children No 
Live with Parents 
…
Job 
Occupation Admin assistant of a travel agency
Office location Shinagawa, Tokyo 
… 

Table 1: Example of Dialogue System Personality (Role B) 

 
Topic Initial Utterance 

Family Are you living with someone? 
Holidays How do you spend holidays? 
Friend Do you meet with your school friends?  
Sports Are you doing sports? 
Learning Is there anything you are studying now? 
Favorite food What kind of foods do you like? 
Cooking Do you like cooking? 
Work What kind of work are you doing?
… … 

Table 2: Example of Topics and the Initial Utterance 

 
logue datasets of conversations between two females who 
want to build good relations with each other. 
 We set a detailed personality of 75 items as shown in 
Table 1 for one of the two females that corresponds to the 
dialogue system (Role B). The other female who corre-
sponds to the user (Role A) is only defined as a female of 
the same generation as role B. Workers of role A are in-
structed to respond based on their attributes in case infor-
mation about other attributes is required for conversations, 
so that we can collect user dialogues of various attributes. 
We asked four female subjects what conversation topics 
are taken up between females in such a relationship, and 
set 50 representative topics for conversations shown in 
Table 2. We construct 30 dialogues for each topic starting 
from initial utterances in the table to collect various con-
versations in the same topic. 
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Method Real-time Roles Rewards 
RC 
 

Yes Either A or B Fixed payment of 4 yen / 
minute for waiting time 
Per task payment of  
4 yen / message 

AC 
(N=2,6,16) 

No Either A or B Per task payment of  
4 yen / message 

SW No Both A and B  Per task payment of  
4 yen / message 

Table 3: Summary of Experimental Conditions. 

 
 The workers input messages following the initial utter-
ances for each topic. Unlike task-oriented dialogues, it is 
difficult to define a completion state in chat. Therefore, the 
length of a dialogue (the number of messages in a dia-
logue) was fixed to sixteen (16). Since we recruit workers 
on a Japanese crowdsourcing platform, the messages are 
input in Japanese. We think the influence of language on 
the experimental result is not significant. The workers are 
instructed fundamental conditions such as the minimal 
number of characters per message (10), and prohibition of 
copying sentences from public articles. 

Conditions 
We compare the performance of three methods. The first 
one is the conventional Real-time Chat method (RC) like 
ChatCollect. The second one is our proposed Asynchro-
nous Chat method (AC). The last one is Single Worker 
method (SW), where a single worker plays both two roles, 
and inputs the entire dialogue by herself. Table 3 summa-
rizes the features of the three methods. 
In RC, two workers are paired and work in real-time. Each 
worker is assigned either role A or role B. Rewards are 
provided in similar manner to Chat Collect as fixed pay-
ment for waiting time and also per task payment for each 
completed messages. 
In AC, each worker independently and asynchronously 
inputs messages. Each worker is assigned either role A or 
role B. Rewards are provided only as per task payment for 
each completed messages. In AC, latest N messages are 
presented to workers when they input a message. In the 
experiment, we evaluate three conditions of N = 2, 6 and 
16. 
In SW, each worker independently inputs messages. Each 
worker plays both role A and role B, and inputs 16 mes-
sages continuously. Rewards are provided only as per task 
payment for each completed messages. 

Measurements 
We compare the five conditions from the viewpoint of ef-
ficiency, quality and worker behaviors which are common-

ly used for the evaluation of systems utilizing crowdsourc-
ing. 
Efficiency 
Efficiency is evaluated from (1) required time and (2) cost 
to create dialogues. These are related to each other, and the 
cost can be reduced as the required time becomes smaller. 
The required time is defined as mean time to input a mes-
sage (Huang et al. 2016; Wang et al. 2012). In RC, we 
evaluate the waiting time after one worker accesses the 
system until the other worker arrives (Lasecki et al. 
2013b). Regarding the cost, fixed payment is provided in 
all conditions. In RC, a fixed reward is additionally pro-
vided for waiting time. Therefore, we compare total cost 
required to construct dialogue datasets after the experi-
ment. 
Quality 
Quality of dialogue systems has been evaluated from sev-
eral viewpoints in existing studies. Based on such studies, 
we define evaluation measurements for dialogues. The 
measurements can be classified into (1) quantitative and 
(2) qualitative. 
 As quantitative measurements, we evaluate the number 
of characters per message (Huang 2016 et al.; Laseck et al. 
2013b), grammatical correctness (Li et al. 2016a) and 
amount of information (Bessho et al. 2012; Li 2016a). 
Workers are instructed to input at least 10 characters, but 
they may input messages as shortly as possible to reduce 
time to complete tasks.  Grammatical correctness is manu-
ally evaluated whether messages contain misspellings or 
grammatical errors. For each condition, 100 dialogues are 
randomly selected from the created dataset. Then, four 
annotators label grammatical errors to 16 messages includ-
ed in each dialogue. We consider messages have grammat-
ical errors when three or more annotators labeled the mes-
sage as erroneous. 
 Dialogues that contain diverse topics are more beneficial 
for dialogue systems than those only contain repetition of 
the same sentences or short responses like “Yeah” and “I 
see.” Li et al. defined the amount of information in conver-
sations of dialogue systems based on the number of differ-
ent words appearing in the sentences (Li et al. 2016a). We 
conduct morphological analysis on the collected dialogue 
sentences and count the number of different morphemes 
per fixed amount of morphemes. 
 Measurements such as consistency (Laseck et al. 2013b, 
Li et al. 2016b), malicious worker behavior (Huang et al. 
2016) and ease of answering (Li et al. 2016a) are used for 
qualitative evaluation of dialogues. These measurements 
are labeled by four annotators in the same manner as 
grammatical errors. Consistency is labeled for each mes-
sage whether the message is consistent with the content of 
previous messages in the dialogue, and also consistent with 
the personality of the roles. To evaluate malicious worker 
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behavior, annotators detect messages that are meaningless, 
input randomly, offensive and against public order. Ease of 
answering is an important measurement for activating con-
versation between dialogues and users. We present a part 
of collected dialogues to the annotator, and ask to review 
how easily they can input the next message in a five-grade 
scale. 
Worker Behavior and Worker Feedback 
On crowdsourcing market, it has been reported that a cer-
tain percentage of workers do not work as instructed or 
perform malicious behavior (Bernstein et al. 2015). By 
analyzing the aforementioned quantitative and qualitative 
measurements on a worker basis, we compare the propor-
tion of these lazy workers among conditions. 
After the experiment, we ask a questionnaire about their 
motivation and work load in each method. Regarding mo-
tivation, we asked about (1) satisfaction level of their pay-
ment, (2) whether they feel the task fun, and (3) whether 
they want to do the same task again. For the worker's bur-
den, we referred to NASA TLX (Hart and Staveland 1988), 
and ask 5 questions about Mental Demand, Temporal De-
mand, Effort, Performance and Frustration Level. Since the 
task is conducted online, we omitted the question about 
Physical Demand. 

Workers 
We recruit 60 participants for each of the five conditions 
on a major crowdsourcing platform in Japan. In order to 
match the attributes of workers to the roles, we hire female 
workers in their 20s to 40s. In RC and AC, 30 workers are 
assigned to role A and role B respectively. In RC, workers 
require a partner to work with. However, if they are al-
lowed to work at an arbitrary time, their access time to the 
system would be dispersed. As the result, their waiting 
time would increase. To avoid this problem, we limit time 
period to access the system from 12 PM to 3PM. The ex-
periment period is two weeks in total. 

Results 

Efficiency 
Table 4 shows time to input a message per worker in the 
five conditions. In RC, mean time to input a message per 
worker was 133 sec. In AC, input time was affected by N, 
and 52 sec when N = 16, 42 sec when N = 6 and N=2. In 
SW, mean time was 29 sec. In RC, since two workers 
made a pair to create a dialogue, if one worker took t sec-
onds to input a message, 2t seconds were estimated to be 
spent to input the message. Even taking this into considera-
tion, RC requires more than three times compared with  
AC (N=2 and 6) and SW. In AC, input time for N=6 is 
shorter than N=16. This is because time to read past con-

versations was shorter. However, the mean input time was 
almost the same when N = 2 and N = 6.  
 

 Mean (sec) Std. dev n p-value 

RC 133  124  16,704 

2.2e-16 ** 
AC(N=16) 52  51  22,500 
AC(N=6) 42  43  22,500 
AC(N=2) 42  47  22,500 
SW 29  38  21,447 

Table 4: Time to Input a Message per Worker 

 

 # of  
messages 

# of  
dialogues 

Total cost 
(yen) 

Cost per 
message (yen) 

RC 16,704 1,058 175,148 10.5 

AC(N=16) 22,500 1,500 90,000 4 
AC(N=6) 22,500 1,500 90,000 4 
AC(N=2) 22,500 1,500 90,000 4 
SW 21,447 1,500 85,788 4 

Table 5: Numbers of Input Messages, Number of Created 
Dialogues, Total Cost and Cost per Message. 

 
 Kruskal-Wallis test shows significant difference (H = 
7407, p < .01) among the five conditions in the mean input 
time. Wilcoxon rank sum test and multiple comparisons 
based on Bonferroni method with the nominal significant 
level ( ' = .005) show significant difference for all 5C2 
combinations of conditions, because the number of mes-
sages n was extremely large. For the rest of the results that 
show significant differences in the table, the tests were 
conducted in the same manner. 
 Table 5 shows the numbers of input messages, number 
of created dialogues, total cost and cost per message. In 
AC and SW, all 30 dialogues for each of the 50 topics have 
been created in the two weeks. However, since we limited 
the work time on 12PM to 3PM in RC, workers could not 
complete all dialogues. Although each dialogue consists of 
16 messages, some dialogues was not completed because 
the workers left the system before completing the dialogue. 
In RC, fixed payments were provided for workers’ waiting 
time. The mean waiting time for a dialogue was 93 sec. As 
the result, cost per message was high as 10.5 yen in RC 
whereas cost per message was 4 yen in other per task pay-
ment conditions. 

Quality 
Table 6 shows the number of characters per message. The 
mean length of a message was longest as 28.3 in RC, and 
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shortest as 19.2 in SW. In AC, the mean length was not 
affected by the value of N, and was between that of RC 
and SW. 

 Mean (char.) Std. dev n p-value 

RC 28.3  12.9  16,704 

2.2e-16 
** 

AC(N=16) 24.2  10.2  22,500 
AC(N=6) 20.7  7.7  22,500 
AC(N=2) 22.3  8.9  22,500 
SW 19.2  10.5  21,447 

 
Table 6: Number of Characters per Message 

 

 Grammatical 
error rate 

# of different 
morphemes 

RC 0.063  1,752 

AC(N=16) 0.038  1,759 
AC(N=6) 0.049  1,708 
AC(N=2) 0.013  1,731 
SW 0.023  1,583 

 
Table 7: Grammatical Error Rate and Number of Different 

Morphemes 

 
 Inconsistency Rate Malicious Work 
RC 0.07 0.000 
AC(N=16) 0.09 0.000 
AC(N=6) 0.03 0.000 
AC(N=2) 0.14 0.000 
SW 0.12 0.083 

 
Table 8: Inconsistency Rate and Rate of Malicious Work 

 
 Table 7 shows the rate of messages that contains gram-
matical errors and the number of different morphemes per 
10,000 morphemes. The grammatical error rate was high-
est in RC conditions, probably because the workers feel 
time pressures in the real-time conversations and could not 
take time to correct grammatical errors. 
 The number of different morphemes was relatively small 
in SW conditions. In SW, we often observed dialogues 
where most of the messages consist of short responses and 
contain few content. Some workers entered the same dia-
logues apart from designated topics. We will discuss this 
case with examples in the discussion section. 
 Table 8 shows the rate of inconsistent messages and the 
rate of messages labeled as malicious work. The incon-

sistency rate was relatively high in AC (N=2) and SW. The 
annotators detected two types of inconsistency, where the 
message is inconsistent with (1) the content of previous 
messages in the dialogue and (2) the personality of the 
roles. The former case was often observed in AC (N=2), 
whereas the latter case was often observed in SW. This is 
probably because the workers could not understand the 
context of conversations from the presented two messages 
in AC (N=2) condition. In SW, workers might be confused 
because they were asked to perform the two roles at the 
same time. 
 

 Mean Std. dev n p-value 

RC 3.13  1.28  400 

0.0053** 
AC(N=16) 3.18  1.17  400 
AC(N=6) 3.10  1.20  400 
AC(N=2) 2.93  1.06  400 
SW 2.79  1.31  400 

Table 9: Ease of Answering Labeled by Four Annotators. 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Figure 4: Worker Distribution in Input Time and Number of 
Different Morphemes 

 
 In SW, we observed many inappropriate conversations. 
Many messages were labeled as to be input randomly. In 
other conditions tasks were performed in cooperation with 
other workers. In SW condition, however, workers work 
independently, so they are not conscious of being seen by 
other workers. As a result, the number of lazy workers in-
creased. 
 Table 9 shows the ease of answering labeled by four 
annotators. The annotators were presented a part of the 
collected dialogues, and were asked to rate how easily they 
can input the next message in a five-grade scale. The mean 
score was low in SW. In SW, each message seemed easy to 
answer for the worker who created it, but it was difficult to 
answer for other people.  

Worker Behavior and Worker Feedback 
Figure 4 shows worker distribution in time to input a mes-
sage and the number of different morphemes. In AC and 
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SW, we confirm that most of workers have input a mes-
sage in less time than the median time of workers in RC. In 
SW, many workers have created dialogues with very few 
morphemes. We confirmed that these workers repeatedly 
input the same contents in different dialogues. These re-
sults are consistent with the experimental results shown so 
far. 
 Table 10 shows the summary of the worker question-
naire conducted after the experiment. Each question was 
answered in 7-grade scale (1: low worker burden or low 
motivation and 7: high worker burden or high motivation). 
  

 RC AC 
(N=16) 

AC 
(N=6) 

AC 
(N=2) SW p-value 

Worker Burden 
Mental 
Demand 

2.00  2.36  2.36  1.93  2.48  0.393  

Temporal 
Demand 2.84  1.83  2.05  1.80  2.34  0.029* 

Effort, 2.75  2.81  2.79  3.17  3.02  0.781  
Performan
ce 

2.66  2.81  2.62  3.10  3.02  0.571  

Frustration 
Level 

2.88  2.23  2.72  2.20  2.07  0.211  

Worker Motivation 
Payment 4.63  5.11  4.99  5.13  5.45  0.047* 
Fun 5.88  5.96  5.92  5.73  6.11  0.892  
Repetition 6.22  6.87  6.54  6.63  6.70  0.042* 
n 32 53 39 30 44  

Table 10: Summary of Worker Questionnaire 

 
For worker burden, temporal demand was higher in RC 
conditions than other conditions, which is related to time 
pressure of work. Since conversations were performed in 
real time, workers may have felt time pressure not to let 
their partner wait. For worker motivation, the satisfaction 
for the payment and intention to accept the same task were 
lower in RC than other conditions. This result indicates 
that workers in RC thought the tasks are inefficient that 
does not match the rewards. 

Discussion and Limitations 
We discuss the experimental results. In AC, when N = 16, 
input time increased compared to N = 2 or 6. In terms of 
efficiency, N = 2 or 6 is effective. AC (N=2, 6) and SW 
reduced input time per worker by 68% and 78% compared 
to that in RC, respectively. 
 In RC, the workers were provided fixed payment for 
their waiting time in addition to the per task payment. AC 

and SW could save this cost for the waiting time and re-
duced cost per message by 62% compared to RC. Worker 
questionnaire shows that the levels of satisfaction with 
reward in AC and SW were higher than that of RC. This is 
probably because the task is sufficiently efficient for the 
reward. This result indicates the task price can be further 
reduced in AC and SW. 
 From the viewpoint of quality, in SW, amount of infor-
mation and ease of answering decreased compared to those 
in RC. These measurements are especially important in 
creating dialogues. In AC (N=2), consistency of dialogue 
decreased because contextual information of dialogues 
 

Dialogue created in RC 
A: Where do you usually do shopping around? 
B: Mostly, near my office in Shinagawa or my local area in 
Yokohama. 

A: I see. Do you have a favorite shop? 
B: Speaking of clothes, I like the brand of earth music ecolo-
gy. 
A: I am not familiar with fashion, what kind of fashion is it? 
B: Well, how to say… They have kind of dressy clothes that 
matches any situations. 
A: I adore dressy clothes. Clothes that matches any situations 
are very convenient. I always buy clothes online. 
B: What kind of clothes do you buy online? 

Dialogue created in AC 
A: Where do you usually do shopping around? 
B: I often do shopping around my office in Shinagawa. 
A: Do you have any shop recommendation around Shina-
gawa? 
B: It depends on your preference. Any shops are good! 
A: Is that so? I thought Shinagawa is an office town. 
B: I often hang around after work. 
A: It sounds good you have time to hang around after work. I 
am always busy recently. 
B: The station building is fulfilling and is easy to go casually. 

Dialogue created in SW 
A: Where do you usually do shopping around? 
B: It depends on occasions, right? 
A: Is that so? I see. 
B: How about you? 
A: I’m similar to you. 
B: I see. That’s right. 
A: Yes, that’s true. 
B: We have a lot in common. 

Table 11: Examples of Dialogues about the Topic of “Favorite 
Town” Created in RC, AC (N=6) and SW. 

 
was not sufficiently provided to the workers. In the condi-
tion of N=6 and 16, the quality measurements were as high 
as those of RC except for the message length. Together 
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with the efficiency aspect, N=6 gives a good balance in 
AC. 
 Table 11 shows examples of dialogues about the same 
topic created in RC, AC (N=6) and SW. In RC, the third 
message of role B delves into her previous message. Since 
the same pair of workers create whole dialogue, they some-
times provide additional information to previous messages. 
In RC, short responses like “I see” and “Well” were fre-
quently observed due to the real-time conversation nature. 
In AC, the workers take previous messages into considera-
tion but do not deepen the topics too much because they 
cannot share background information nor have deep 
knowledge about a specific topic which another worker 
inputs. This could cause the differences in the mean length 
of messages between RC and AC. In SW, some workers 
frequently input unnecessary responses in order to satisfy 
the task condition of 10 characters. Other workers repeat-
edly input the same dialogues in different topics by ignor-
ing designated topics. Unlike RC and AC, since workers 
do not cooperate with other workers in SW, they input dia-
logues as shortly as possible, which results in lack of in-
formation and makes difficult to answer for other people. 
This could be a fatal problem as dialogues for conversa-
tional agents.  
 From the discussion so far, we confirmed that our pro-
posed system (AC) can increase the efficiency while main-
taining the same quality as the conventional system (RC). 
In addition, the worker questionnaire indicates the burden 
of the task was lower in our system. 
 The limitation of our proposed system is that there is no 
mechanism to efficiently share the background information 
which did not appear in messages. In our system, it is diffi-
cult to supplement information to previous messages, as 
shown in the example of RC in Table 11. In order to apply 
our system to task-oriented dialogues, mechanisms to in-
herit content such as retrieved Web pages to answer users’ 
questions to other workers of the same role, are desired. 
The evaluation of the efficiency including the overhead of 
the inheritance is our future work. 

Conclusion 
In this paper, we propose a novel crowd-powered system to 
efficiently collect dialogue datasets. In our system, multi-
ple workers create dialogues in an asynchronous manner. 
This framework frees crowd-workers from time constraints 
and increase work efficiency. Experiments have proved 
that our system reduces the time to input a message by 
68% and also reduces the cost by 62% while maintaining 
quality. 
 One limitation of our method is that it cannot inherit 
background information to other workers. In order to con-
struct task-oriented dialogues, a mechanism to share notes 

with other workers is desired. The evaluation of the effi-
ciency including the overhead of the inheritance is our fu-
ture work. 
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