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Abstract

Users of peer production web sites differ greatly in their ac-
tivity levels. A small minority are engaged contributors, while
the vast majority are only casual surfers. The casual users de-
vote little effort to evaluating the site’s content and many of
them visit the site only once. This churn poses a challenge
for sites attempting to gauge user interest in their content.
The challenge is especially severe for sites focusing on con-
tent with subjective quality, including movies, music, restau-
rants and items in other cultural markets. A key question is
whether content evaluation should use opinions of all users or
only the minority who devote significant effort to reviewing
content? Using Amazon Mechanical Turk, we experimentally
address this question by comparing outcomes for these two
approaches. We find that the larger numbers of less informed
users more than offset their noisy signals on content quality
to provide rapid evaluation. However, such users are system-
atically biased, and the speed of their assessments comes at
the expense of limited collective accuracy.

The users of peer-production and other social media web
sites create far more content than any single person can ab-
sorb. To address this issue, these sites often endeavor to help
their users find interesting items among the torrent of infor-
mation. This is especially difficult when content quality is
subjective, as is the case for music, movies, and other cul-
tural artifacts (Salganik and Watts 2009). In these cases there
are no reliable algorithmic methods for identifying higher
quality items directly from the content itself. Instead, web
sites crowdsource content evaluation by using peer recom-
mendation, that is, by aggregating opinions of their users.

A major challenge for estimating content quality from
user opinions is that users vary widely in how they eval-
uate content. For instance, users can have different prefer-
ences for content types, such as travel vs. sports stories, or
national news vs. updates from friends. Sites can adjust for
heterogeneous preferences through personalization, that is
by identifying groups of users with similar preferences and
recommending content to a user based on reactions by simi-
lar users.

Users can also differ in their expertise with respect to the
web site’s content. This variation is particularly important
for question answering sites such as stackexchange.com or
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quora.com. For people repeatedly contributing to such sites,
reputation systems can identify users likely to give help-
ful answers or, more generally, have the expertise to eval-
uate content. However, when content evaluation is mainly
subjective, differences in expertise are not particularly rele-
vant. Moreover, identifying content quality is important even
in situations where users visit a site only occasionally or
anonymously, preventing the site from establishing a user’s
reputation from his or her history on the site.

Even among users with the same preferences and relevant
expertise, people differ greatly in their motivation to par-
ticipate on the site and evaluate its content. Generally, only
a small proportion of users devotes significant effort to the
web site. For example, a small fraction of users is respon-
sible for the majority of the news stories submitted to the
social news aggregator Digg, and a small fraction of editors
is responsible for the vast majority of edits of Wikipedia arti-
cles (Wilkinson 2008). Similarly, in a peer recommendation
task, users devote vastly different levels of effort to evaluat-
ing the content on the sites.

A web site could attempt to identify motivated users by
their behaviors on the site. These behaviors can include the
time the user spends on the site, requests to view details of
particular content, frequency and number of repeated vis-
its to the site, substantial contribution of content (for peer
production web sites), and ratings by other users (for sites
with reputation systems). Nevertheless, contributors to peer
production sites have a variety of motivations (Benkler and
others 2015), which can be difficult to infer from readily ob-
servable behavior on the site.

In this paper, we focus on one aspect of diversity of moti-
vation that is relatively easy to determine, namely the extent
to which users access additional information on content they
choose to rate. In particular, we focus on the common situa-
tion where the web site provides a short summary of content
to users, along with links to additional information. Users
viewing the content can choose to rate it based on the sum-
mary alone, or spend more time learning about the content
by following the provided links. We call the latter users in-
formed with respect to that content.

An important question for aggregating user opinions is
how to account for these user differences. In particular, to
what extent can web sites incorporate opinions of all users
to estimate subjective content quality, for faster evaluation,
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without sacrificing the accuracy that comes from consider-
ing only the opinions of the minority of users who make
the effort at detailed evaluation? Furthermore, how does this
tradeoff depend on the desired information about quality,
e.g., precise values or relative rankings, either for all for just
some content? For instance, the web site may only require
identifying the highest quality content, as opposed to accu-
rately evaluating all content, since that is what most users
will find interesting.

Addressing this question is difficult due to the many con-
founding factors that affect whether and how users react to
content. A major factor is how content is presented to users.
Due to the cognitive heuristic known as position bias (Payne
1951), people pay more attention to items at the top of a web
page or a list of items than those below them (Lerman and
Hogg 2014). Other factors affecting outcomes of the rec-
ommendation task include heterogeneity of content quality,
its changing relevance (novelty), commonality of user pref-
erences (homophily), and social influence (when showing
users a summary of prior users’ reaction to the content).

To address some of these confounding factors, we stud-
ied this tradeoff for quality estimation with randomized ex-
periments on Amazon Mechanical Turk (Mturk), which is a
popular platform for experimental behavioral research (Bo-
hannon 2011; Horton, Rand, and Zeckhauser 2011; Ma-
son and Suri 2012; Crump, McDonnell, and Gureckis 2013;
Kittur et al. 2013). These experiments allow us to compare
different approaches to aggregating users’ reactions to the
same content while controlling content ordering. The partic-
ularly challenging case, which is the focus of this paper, is
when the site attracts many new users, users rarely return,
or are anonymous. Responding to heterogeneity of user mo-
tivation in this case requires the web site classify the likely
accuracy of users’ ratings from their behavior during a single
session on the site.

In the remainder of this paper, we first discuss related
studies of user motivation, then describe our experiments
and quality estimation procedures. We then show how these
procedures perform for our experiments and discuss conse-
quences for web sites. Identifying varying levels of motiva-
tion and accounting for them algorithmically could improve
the performance of using crowdsourcing to rate content with
subjective quality.

Related Work
Previous studies attempted to estimate content quality by
modeling available data of user reactions to content. Specif-
ically, some studies used observational data from well-
established social media sites to estimate parameters of
stochastic models that include quality. For instance, stud-
ies of news aggregators (Hogg and Lerman 2012; Stoddard
2015) used such models to estimate quality and use it to pre-
dict users’ future response to content. These studies did not
differentiate between users based on their motivation nor ac-
count for the varying levels of effort users devote to the eval-
uation task.

Experiments using MTurk allow evaluating some conse-
quences of manipulating user motivation in crowdsourcing
tasks. One such study varied wage rate and the required

task effort to crowdsource evaluation of search result rele-
vance (Kazai 2011). This allowed evaluating the effect of
MTurk task design on the quality of results, defined by
agreement with expert judges. This contrasts with our study
of situations common in peer production web sites where
quality is defined by the user community itself. Another
study varied the framing of an MTurk image classification
task (Chandler and Kapelner 2013). This showed how vary-
ing the apparent meaningfulness of the task affected the
quality of the crowdsourced outcome, again in a setting with
independent expert assessment of content quality. This set-
ting, in which the task designer creates the rationale for the
task in users’ minds, contrasts with user activity on peer pro-
duction web sites based on their own interest in the site’s
content.

Other studies explicitly accounted for how a group’s di-
versity affects its performance. Page (Page 2010) identified
three types of diversity: variation of attributes, variation in
the amount of the attribute individual has, and variation in
the composition of the group. While studies have attempted
to quantitatively characterize individual’s expertise, in or-
der to automatically identify varying levels of expertise in
a group, fewer studies looked directly of motivation (Gin-
sca and Popescu 2013; Pal, Chang, and Konstan 2012;
Gkotsis et al. 2014; Yang et al. 2014).

A series of studies examined how to aggregate decisions
of many people to produce outcomes that are far more com-
plete and accurate that what any individual knows (Hemmer,
Steyvers, and Miller 2010; Miller et al. 2009; Yi, Steyvers,
and Lee 2012). These studies assumed that what each indi-
vidual within a crowd knows is a noisy version of the ground
truth, and used Bayesian methods to aggregate many noisy
judgements. We use a similar approach to aggregate the
judgements of uninformed users about the quality of items,
viewing these judgements as a noisy version of an informed
users’s judgements. Unlike previous works, we also explore
the accuracy vs. speed tradeoffs in the estimation of quality
using judgements of uninformed users. These tradeoffs are
of practical interest to web site providers.

Experiments
We created a simplified version of peer production web sites
and focused on how users rate content rather than produce it.
Thus we used a fixed set of content, thereby removing vari-
ability due to the site’s content changing between succes-
sive user visits. Specifically, we presented people with a list
of science articles and asked them to recommend those that
they thought report important scientific problems. This task
serves as a proxy for users of peer production sites choosing
content they view as important to like or forward to other
users. The user recruitment and vetting procedures are de-
scribed in (Lerman and Hogg 2014).

The experiment’s user interface, shown in Figure 1, dis-
played the title and summary of each story. The title was
linked to the full story via its url. Thus people could read the
full story by clicking on the title, but were not required to do
so. We refer to such actions as “url clicks”.

The optional nature of url clicks is key to our study of
how users’ information affects their behavior. Users decide
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Figure 1: Screenshot of a web page shown to users.

for themselves whether they wish to gain more informa-
tion about a story to evaluate it. Thus users self-select into
groups with more or less information about a story. This cor-
responds to available options for users on web sites where
they can rate content based on a short summary or examine
the content in more detail. In addition, url clicks provide a
measurable experimental signal about which users viewed
the full story. This contrasts with the lack of experimental
measurement of which story summaries a user views if they
do not click on the url.
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Figure 2: Distribution of number of url clicks on the 100
stories used in the experiments.

Figure 2 shows the range in number of url clicks the sto-
ries received. The number of clicks ranged from 4 to 134,
with a median of 25 url clicks per story. Of the 3498 total
users who participated in the experiments, 816 clicked on at
least one url.

Prior experiments (Lerman and Hogg 2014) measured
how story position within the list of stories affects how many
votes it receives and compared several policies for ordering
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Figure 3: Distribution of quality values for the 100 stories.

the stories. In this paper, we focus on content evaluations
made with two of the orderings, which involve a total of 485
users (see Table 1). First, the random ordering presented the
stories in a new random order for each user. This is a use-
ful control condition in averaging over the effect of position
bias. Second, the recency-of-activity ordering presented sto-
ries in chronological order of the latest vote they received,
with the story with the most recent vote at the top of the list.
This is similar to Twitter’s policy of displaying the most re-
cently tweeted or retweeted post at the top of the followers’
streams.

Evaluating Story Quality
Evaluating the tradeoff between speed and accuracy of esti-
mating story quality with different groups of users has two
requirements. First, determining the actual quality of each
story to compare with estimates as users arrive at the site.
To do so, we use the full history of user reactions to the sto-
ries. Therefore, this is a retrospective measure, which is only
available long after a story was first presented on the web
site. The second requirement is a method to estimate quality
as a function of time as users arrive on the site after a story is
first presented. The remainder of this section describes these
methods.

Measuring Actual Quality
We operationally define the quality of a story as the prob-
ability a user votes for it after viewing the full content by
clicking on that story’s url. This measure reflects the subjec-
tive view of the user community in our experiments, and is
not necessarily related to writing style or the broader impor-
tance of the story’s topic. This operational measure is suit-
able for the situation discussed in this paper, where quality
is a subjective evaluation by the user community (Stoddard
2015).

Specifically, to evaluate the quality of a story s, we iden-
tify users in our experiments who clicked on that story’s url.
We call such users the informed users for that story. The dis-
tribution of the number of such users among the stories is
same as the distribution of url clicks shown in Figure 2.

Suppose a given story has M informed users, who give
the story V votes. The simplest way to use the response by
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informed users to estimate story quality is q = V/M , i.e.,
the fraction of such users who voted for the story. However,
this ratio of votes to clicks is a noisy estimate, particularly
for stories that receive few clicks. To reduce this noise and
improve prediction of quality for new stories, we combine
the observed behavior of informed users with a prior distri-
bution. Since we define quality as a probability, a convenient
prior is the beta distribution Ba,b(q) for q ∈ (0, 1), whose
probability density is proportional to qa−1(1−q)b−1. A uni-
form prior corresponds to a = b = 1.

We estimate story qualities in two steps: determining the
prior distribution and then using the prior to determine the
quality of each story. For a web site, the prior distribution
could come from retrospective evaluation of many items
previously presented on the site. Assuming user commu-
nity preferences and the nature of the content both change
relatively slowly, this historical approach provides a helpful
prior distribution for evaluating new content. In our exper-
imental setting, we use a similar procedure based on cross
validation. For a given set of stories as a training set, we
could determine the parameters a, b of the prior distribution
as those maximizing the log-likelihood L of the observed
number of votes by the informed users on each story in the
training set. However, this tends to overfit to the training set.
To reduce this overfitting, we include a regularizer favor-
ing a uniform prior, specifically finding parameters a, b that
maximize Lreg = L − λ((a − 1)2 + (b − 1)2) for a given
choice of weight λ. We determine λ by 10-fold cross valida-
tion (Abu-Mostafa, Magdon-Ismail, and Lin 2012). Specif-
ically, we split the 100 stories into 10 groups of 10 stories
each. Taking each of the groups in turn as the test set, we
use the other nine groups as the corresponding training set.
We pick the weight λ that gives the maximum accuracy in
predicting the number of votes received by stories in the test
set when averaged over the ten choices for the test set. We
then select the prior distribution parameters a, b that maxi-
mize Lreg with this value of λ.

Using this prior distribution, we determine the quality of
each story as its maximum likelihood value. Specifically, a
story with quality q and M informed users receives V votes
according to the binomial distribution Bi(M, q;V ). Com-
bining with the prior for q, we estimate the quality of this
story as the value of q that maximizes Bi(M, q;V )Ba,b(q),
which is

a+ V − 1

a+ b+M − 2
(1)

This reduces to V/M for a uniform prior. Figure 3 shows the
distribution of quality values resulting from this procedure.

On-line Estimation of Quality
The above estimation of story quality is an off-line proce-
dure, determined after presenting the stories to all users in
our experiments. In practice, web sites need to rapidly iden-
tify the quality of new content. This requires estimates based
on only the reactions of the small set of users who visit the
site soon after the story is posted.

One option for such on-line estimation is to apply the
above quality estimation procedure to the reactions of the

informed users as they visit the site. Informed users, by our
definition, give the most reliable assessment of story qual-
ity. Unfortunately, few users make the effort to examine the
full story when deciding whether to vote for it. Hence, ap-
plying this procedure to early estimates will only have a few
users and hence provide only rough quality estimates. In-
stead, at these early times, the estimation is dominated by
the prior distribution of story quality, giving estimates close
to the middle of the quality range. This means stories with
particularly high or low qualities will be poorly estimated
by this procedure. The lack of informed users thus limits the
effectiveness of this approach to early story evaluation.

An alternative estimation method aggregates the reactions
of all users, whether or not they click on the story’s url. The
vast majority of such users are uninformed, i.e., they do not
click on the url. Thus the effectiveness of this procedure de-
pends on how well user response to just the story summary
reflects its actual quality.

In our experiments, uninformed users are less likely to
vote for a story than informed users. This arises from two
factors. First, uninformed users may not see the story at all.
We refer to this factor as the story’s visibility, which depends
on where the story is presented to the user among the list of
all stories. We define vp as the probability a user views a
story presented at position p in the list. Second, even when
uninformed users see a story, they do not vote for it as often
as informed users do. To quantify this difference, we define
the appeal rs of story s as the probability an uninformed
user votes for s after viewing it. Thus, the probability an
uninformed user votes for story s is ρs = vpsrs where ps is
the position of the story shown to that user.

Our experiments do not directly measure which stories
users view. Instead we estimate visibility vp and appeal rs
from a model of how users view and vote for stories (Hogg
and Lerman 2015). We find that appeal and quality have 42%
correlation and are related as

rs = αqs + δs (2)

where α = 0.423 and the residual δs is a random variable
with zero mean and standard deviation σ = 0.1. Hence the
votes by uninformed users, determined by a story’s appeal,
give a noisy indication of the story’s quality, as determined
by informed users.

We use Eq. (2) for estimation by treating votes by un-
informed users as a noisy signal of the story quality. For
a given story, we start with the prior distribution of story
quality. Then with each uninformed user we update the pos-
terior distribution for that story’s quality based on whether
that user voted for the story and the position of the story in
the list shown to that user. This Bayesian procedure involves
the probability for a vote ρs = vprs, described above, and
Eq. (2). With this procedure, the actions of users who have
visited the site by a given time produce a posterior distri-
bution for the qualities for each story. We take the expected
value of those distributions as the quality estimates at that
time.

A web site implementing this procedure would have ac-
cess to the reactions of all users, both informed and unin-
formed, at a given time. Thus, as a minor improvement, we
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Figure 4: Schematic of quality estimation processes for one
story. In this illustration, informed users are about 10% of
the user population, which is considerably larger than in our
experiments.

extend the procedure for uninformed users to also update
the posterior quality distribution with votes from informed
users, using the method described above for informed users.
In our experiments, informed users are such a small fraction
of the user population that these updates have little effect on
the result.

Example of Estimation Methods
The two estimation methods described above – using just
informed users and using all users – have differing tradeoffs
between speed and accuracy. Before comparing these pro-
cedures for our experiments, we illustrate the tradeoff with
simulated data using simplified versions of the procedures.

As an illustration of this behavior, consider a story for
which informed users vote for with probability q. A simple
estimate of quality is the fraction of such users who vote for
the story. If M informed users give V votes, the estimate
q̂ = V/M has expected value q and variance q(1 − q)/M .
Thus the error in this estimation decreases to zero as 1/

√
M .

However, informed users are only a small fraction of visitors
to the web site, so achieving an accurate estimate requires a
long time.

Uninformed users vote for the story with probability ρ,
which for this illustration we take to be the same for all un-
informed users. This amounts to averaging over the visibility
of a story in all possible positions, i.e., taking ρ = 〈vp〉 rs
for story s.

In this case, suppose that N uninformed users give U
votes. Then ρ̂ = U/N has expected value ρ and variance
ρ(1 − ρ)/N . This allows estimating the story’s appeal and
hence its quality from Eq. (2) as q̂ = ρ̂/(α 〈vp〉). The ex-
pected value of this estimate is the story’s quality. There
are two contributions to the variance of this estimate. First,
the variance associated with the sampling of users’ votes,
namely ρ(1− ρ)/(Nα 〈vp〉). Second, the variance in the re-
lation between appeal and quality in Eq. (2), i.e., σ2. The
first of these terms decreases as 1/N , but the second is in-
dependent of the number of users, and reflects the differ-

recency
ordering policy random of activity
number of users 199 286
number of votes 1873 2586
number of url clicks 164 246

Table 1: Experiments for testing quality evaluation.

ence between how informed and uninformed users evaluate
stories. Thus errors in estimating quality from uninformed
users do not decrease toward zero as the number of users
increases.

As an example of evaluating a single story, Figure 4 illus-
trates the competition between accuracy of these quality es-
timates and their timeliness, which depends on the rate users
visit a web site. Informed users give unbiased estimates of
quality. However, relying only on such users requires a long
time for quality estimates to converge, since informed users
are only a small fraction of the user population. On the other
hand, estimates from uninformed users converge rapidly, but
the estimates are systematically biased, limiting the achiev-
able accuracy even after many such users visit the site.

For simplicity, this illustration ignores the prior distribu-
tion of quality values and does not account for differing vis-
ibility of the story to uninformed users based on the story’s
position in the list shown to each user. These factors, in-
cluded with the results described below, do not change the
qualitative nature of the tradeoff seen from this discussion.

Results
To estimate story quality from the reactions of early users
exposed to the story, we apply the two estimation procedures
described above: 1) estimate quality based only on reactions
by informed users, and 2) use reactions from all users.

Table 1 describes the experiments used to evaluate quality
estimates as a function of number of users providing eval-
uations. These include examples of both the random and
recency-of-activity story ranking policies. These are just two
of the orderings used in our full set of experiments.

Rapidly Identifying High-Quality Content
As a specific example, we consider the random ordering ex-
periments to illustrate the usefulness of estimating quality
with uninformed users. This ordering policy presents the sto-
ries in a different random order to each user, thus averaging
over positions. Figure 5 compares quality estimates based on
all users with those based on informed users only. For each
successive user, we estimate quality of every story with the
procedures described above and show the average of the er-
ror, |q̂s(n)−qs|, over all the stories. Here q̂s(n) is the quality
estimate for story s after n users have visited the site. Only
a small fraction of these users are informed, giving the rela-
tively small change in estimates when considering informed
users only.

We find uninformed users are not helpful for estimating
quality of most stories, because their quality values are al-
ready well-estimated by the prior distribution. However, for
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Figure 5: Error of quality estimates vs. number of users, from all users and from only informed users, for all stories and for top
stories (highest 10% quality). The thick curves show the average error for the stories in each group, and the shading indicates
the standard error of the average, i.e., the standard deviation of the errors divided by the square root of the number of stories
(100 and 10 for all and top 10%, respectively).

top quality stories, uninformed users rapidly improve the es-
timates compared to waiting for a sufficient number of in-
formed users. Moreover, Figure 5 shows there is a limit to
the accuracy obtained from estimating quality based on all
users, reflecting the lack of perfect correlation between ap-
peal and quality. This behavior is qualitatively the same as
schematically illustrated for a single story in Figure 4.

In addition to rapid reduction in error averaged over all
stories, estimates based on all users also reduce the stan-
dard deviation of the posterior distribution of the quality es-
timates more rapidly than relying only on informed users,
as shown in Figure 6. This results in smaller confidence in-
tervals for the estimates of individual stories. This reduction
could be useful for prediction or deciding to highlight con-
tent, e.g., where false positives (showing users content that
is not actually high-quality) are more harmful than false neg-
atives (missing some high-quality content).

Another perspective on estimation is how well quality es-
timates allow ordering the stories according to their qual-
ity. For helping a web site decide what content to highlight,
identifying high-quality content can be more important than
knowing the exact quality of the content. In our case, esti-
mating quality after a given number of evaluations gives a
ranking to the stories, namely the ordering corresponding to
the decreasing order of their estimated quality values.

One measure of ranking performance relevant to high-
lighting quality content is the precision of the ranking, e.g.,
what fraction of the first ten positions in the ranked list con-
tain stories with top 10% quality. We find estimates based
on all users increase precision more rapidly than waiting for
the more accurate estimates of informed users.

Precision evaluates a ranking based on a fixed number of
positions, all of which are given the same weighting. How-
ever, user attention rapidly decreases with position in the list.
Thus rankings that place best (high-quality) stories closer

to the top of the list are better, though there is not a sharp
threshold as implied by a choice of number of top stories
used to define precision. A measure of rankings that cap-
tures this variation is the discounted cumulative gain One
version of this measure is

DCG =
∑
p

2qsp − 1

log2(p+ 1)
(3)

where the sum is over positions p in the list of stories, in
descending order of estimated quality, with qsp the actual
quality of the story sp in that position. The maximum pos-
sible value for DCG is when stories are ordered according to
their actual qualities. The normalized DCG is the measured
value divided by its maximum possible value.

Some stories may have the same estimated qualities, par-
ticularly in the early stages when there are only a few users
so that most stories have not yet received any votes. All such
stories will have the same estimate, namely the expected
value of the prior distribution of quality values. For these
ties, the stories could equally well be presented in any order.
For our evaluation of discounted cumulative gain, we use
the average value over all possible orderings of stories with
equal estimates.

Figure 7 compares the orderings produced by estimates
from all users with those from informed users only. Rank-
ings produced by informed users are little changed during
the time shown in the figure, due to the small proportion of
informed users. Estimates based on all users, on the other
hand, rapidly improve DCG toward its maximum possible
value. Thus, the typical estimation error of 0.04 seen in Fig-
ure 5 is small enough compared to the variation in quality
values (Figure 3) to give good rankings of the stories. Never-
theless, the relatively narrow range of story qualities means
the DCG value is relatively large even before any users have
seen the stories. Before any users visit the site, all stories
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Figure 6: Standard deviation of the posterior distribution of quality estimates, from all users and from only informed users,
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Figure 7: Normalized discounted cumulative gain of stories
ordered according to estimated quality vs. number of users,
from all users and from only informed users.

have the same estimate, so DCG is the average value over all
possible orderings. In our case, this prior value is not much
smaller than the value for the optimal ordering.

Effect of Story Ordering
The above discussion considered showing the stories with
random ordering. In practice, web sites present stories in
different order to highlight content users are likely to find
novel and interesting. For instance, ordering by popularity
emphasizes stories highly recommended by previous users.

The random ordering, used above, averages over position
bias. For a web site mainly interested in evaluating high-
quality content, an ordering policy that tends to place higher
quality content in more visible positions at the top of a list
will direct user attention to that content, and hence obtain
more user reactions to the content. This also has the effect
of improving user experience by making it more likely they
see high-quality content when they visit the site. One such
ordering is the recency-of-activity ordering.

Prior experiments (Lerman and Hogg 2014) show that

recency-of-activity ordering gives rapid convergence for
estimating a story’s appeal. Hence, with the recency-of-
activity ordering, uninformed users see higher appeal sto-
ries more often than in a random ordering. This suggests
recency-of-activity ordering will enhance the performance
of uninformed users in the quality estimation because 1) ap-
peal and quality are somewhat correlated, and 2) as we saw
with random ordering, uninformed users give a useful signal
for quality estimation for high-quality stories.

In contrast to this expectation, the recency-of-activity and
random orderings have similar improvement in estimating
quality using uninformed users. Specifically, Figure 8 shows
the behavior of quality estimation when stories are presented
using the recency-of-activity ordering. This is similar to the
result for random ordering in Figure 5. Similarly, the two or-
derings have similar behavior for ranking stories, as shown
by comparing Figure 9 with Figure 7. The similar behav-
ior of random and recency-of-activity orderings arises be-
cause estimates from uninformed users already reach their
best possible values, i.e., accurately estimating appeal, after
receiving reactions from about 50 users (see Figure 5). How-
ever, the recency-of-activity ordering requires about that
many users to collect enough user reactions to stories to
significantly affect the ordering (Lerman and Hogg 2014).
Thus recency-of-activity ordering does not direct attention
to high-quality stories rapidly enough to improve early qual-
ity estimation compared to a random ordering.

Discussion
Our experiments evaluate user behavior repeatedly under
different conditions while controlling the content and how
it is displayed. Randomly assigning users to these condi-
tions avoids self-selection that may confound observational
studies of content evaluation on web sites. As with other ex-
periments on human behavior, a tradeoff for this control is
a simplification of actual user experience. Moreover, online
experiments have challenges not found in laboratory experi-
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ments, particularly with respect to controlling the user’s en-
vironment during the experiment and the possibility of spam
users. To help address this problem, MTurk provides a repu-
tation mechanism for its workers, which we included in our
user vetting procedures (Lerman and Hogg 2014).

Another difference between MTurk and web sites is
that MTurk is a labor market whose participants are paid,
whereas peer production users are not. In some cases, pub-
licly visible reputation systems can substitute for financial
incentives as users compete for status in the user commu-
nity (Loch, Huberman, and Stout 2000; Nov, Naaman, and
Ye 2009). But in general, payments can alter user motiva-
tion (Bowles 2008), e.g., how much people focus on per-
sonal gain compared to helping improve the web site for
other users by accurately rating content.

These differences are an important caveat to the following

discussion of how our results might apply in practice. While
online and laboratory experiments produce similar results in
at least some cases (Horton, Rand, and Zeckhauser 2011),
addressing the significance of the differences for our results
on content evaluation will require additional studies.

Most people devote little effort to evaluate quality of con-
tent on web sites before deciding whether to endorse or for-
ward it to friends. Nevertheless, we find that the choices
of such users can help identify high-quality content more
rapidly than waiting for a sufficient number of highly mo-
tivated users to visit the site. The extent to which this ap-
plies to web sites depends on several key properties of the
user population: 1) what proportion of a web site’s visitors
choose to become informed users, 2) how accurately the site
identifies such users from their behavior on the site, and 3)
how much better informed users are in determining content
quality.

When informed users are fairly common, readily identifi-
able and much more informative than other users, then the
web site can use them exclusively to rate content. In this
case, quality estimates will be accurate and rapid enough
to allow the site to incorporate quality estimates in deliver-
ing content to subsequent visitors. On the other hand, when
informed users are relatively rare and other users provide
useful, if not entirely accurate, quality estimates, the web
site can benefit from incorporating responses from all users.
This latter case, which applies to our experiments, is partic-
ularly relevant when informed users are rare and there an no
reliable alternatives to estimating quality, i.e., when quality
is mainly subjective.

Quickly obtaining rough estimates of quality, particularly
for the best stories, could allow the web site to highlight the
best new content quickly. Moreover, estimated quality val-
ues could be shown to users, providing them a better guide
to quality than, for example, raw scores (such as number of
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votes), which do not distinguish reactions from informed or
uninformed users. For instance, for retweeting posts, instead
of showing how many people shared an article, show its es-
timated quality. The estimate, by accounting for differences
in votes arising from visibility, should more accurately re-
flect the quality of the content. Such signals can shift user
attention to content with high signal values (Hogg and Ler-
man 2015), which can increase the number of evaluations
for these items.

This observation increases in importance when web sites
provide additional information about content that, as a side
effect, further reduces the fraction of users who evaluate
content in detail. For instance, social influence, from show-
ing users the reactions of prior users, can have this effect.
Specifically in our experimental setting, social influence
leads to fewer url clicks (Hogg and Lerman 2015). This re-
duces effort required of users to locate appealing content,
thereby benefiting the users. However, social influence also
results in fewer informed users. This increases the impor-
tance of utilizing the noisy behavior of uninformed users to
speed up quality estimation.

We discussed dividing users into two groups: the few
users whose behavior indicates more deliberation on their
evaluation, and the majority of users who devote less effort.
More generally there could be a finer division, or continuous
weights, associated with users. Behaviors that could lead to
such finer divisions include the number of url clicks or time
a user spends on the task. Quality estimation could use these
weights to determine how much each user’s behavior con-
tributes to the estimates.

A lesson for web site design from these results is to in-
clude optional measurable actions users can take that may
distinguish knowledgeable and motivated users from others.
In our experiments, this optional action was the url click that
provided more information on a story. More generally, inter-
faces could provide users a variety of optional tools to learn
more about content and adjust how the site selects content
for that user (Bostandjiev, ODonovan, and Hollerer 2012;
Forbes, Savage, and Hollerer 2012). Actions a user chooses
to take with these options could improve that user’s expe-
rience on the site. Of more relevance to the discussion in
this paper, such actions also indicate the user’s level of en-
gagement with the content, so could be used to weight users’
reactions when aggregating them to estimate content quality.

Extending beyond our focus on the worst-case scenario
of users without extensive history on the site, other types
of information include the user’s history on the site, e.g.,
how long since they joined and how active they have been
in posting content and responding to others’ posts. Compar-
ing their responses to that of the population average could
identify users with high motivation, expertise and common
preferences to other users. Another approach is for the web
site to allow users to rate the helpfulness of other users’ ac-
tivity, e.g., quality of comment or answer to a question, ei-
ther explicitly (e.g., with a reputation system for users or
allowing users to link to others whose ratings they find par-
ticularly relevant) or implicitly by giving high ratings (e.g.,
voting for) content contributed by that user. While these ap-
proaches can be useful in exploiting user heterogeneity, they

require more action on the part of users than their immediate
reactions to new content. Thus it is useful to identify meth-
ods of exploiting heterogeneous populations without adding
to the complexity of the web site or relying on additional
user activities. The scenario considered in this paper is one
such approach.

Another lesson for web site design is to attempt to im-
prove the parameters relevant for the tradeoff, namely in-
creasing the number of informed users or the accuracy of
reactions from the majority of users. One key aspect of this
approach is the amount of effort required by users to pro-
vide their opinion on content. Common examples of a range
of effort include a simple vote or like, adding a comment,
or writing a review. Reducing effort required by users is one
way web sites can improve the fraction of users motivated
enough to contribute evaluations. Another aspect is the re-
ward a user receives for rating content, particularly if the
ratings are helpful to other users.

A future direction for evaluating tradeoffs related to user
motivation is extending our experiments to change story or-
dering based on estimated quality (Van Hentenryck et al.
2016). Such an adaptive visibility ordering could exploit po-
sition bias to improve user experience and simultaneously
get more user reactions to content that is likely to be of high
quality. Specifically, due to position bias, users are more
likely to view stories near top of list. Thus, stories shown
in those positions get more informative reactions than other
stories. This is especially true for interpreting a lack of vote:
when the content is in a highly-visible position, a lack of
vote is more indicative of lower quality than for stories at
less visible positions. Hence a web site could adaptively ad-
just content ordering to direct user evaluation toward stories
requiring additional evaluation. For instance, to speed up
identifying top stories, the ordering should emphasize sto-
ries whose quality estimate’s confidence interval includes
top quality values. These would be either new stories with
few evaluations so far, or stories that have received enough
votes to appear to possibly be top quality, with additional
votes needed for confirmation.

The experimental approach described in this paper can
help address these extensions in a controlled setting, and
thereby compare multiple procedures. Those that appear
successful in experimental settings could then be tested on
actual web sites.
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